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Foreword

ISO (the International Organization for Standardization) and IEC (the [International
Electrotechnical Commission) form the specialized system,for worldwide standardiz-’
ation, National bodies that are members of ISO or IEC participate in the|development
of International Standards through technical committeés established by the respective
organization to deal with particular fields of technical activity. ISO and IEC technical
committees collaborate in fields of mutual interést. Other international drganizations,
govérnmental and non-governmental, in liaison'with ISO and IEC, also take part in the
work.

In the field of information technelogy, ISO and IEC have established a jpint technical
committee, ISO/IEC JTC 1.{Draft International Standards adopted |by the joint
technical committee are cirdulated to national bodies for voting. Publjcation as an
International Standard requires approval by at least 75 % of the national Bodies casting
a vote.

International Standard ISO/IEC 9594-4 was prepared by Joint Technicdl Committee
ISO/1EC JTC:1y Information technology.

ISO/IEC 9594 consists of the following parts, under the general title| Information
technology — Open Systems Interconnection — The Directory:

— Part 1: Overview of concepts, models and services
— Part 2: Models

—  Part 3: Abstract service definition

—  Part 4: Procedures for distributed operation

— Part 5: Protocol specifications

— Part 6: Selected attribute types

—  Part 7: Selected object classes

—  Part 8: Authentication framework

Annexes A and D form an integral part of this part of ISO/IEC 95%. Annexes B
and C are for information only :
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Introduction

0.1 This part of ISO/IEC 9594, together with the other parts, has been produced to facilitate the intérconnectjon of
informatiop processing systems to provide directory services. The set of all such systems, together\with the directory
informatiop which they hold, can be viewed as an integrated whole, called the Directory. The information held by the
Directory, ¢ollectively known as the Directory Information Base (DIB), is typically used to facilitate'communication befween,
with or abgut objects such as OSI application entities, people, terminals and distribution lists.

0.2 The Directory plays a significant role in Open Systems Interconnection, whose aim is to allow, with a minimum of ‘
technical ggreement outside of the interconnection standards themselves, the interconnection of information procgssing
systems:

e from different manufacturers;

. undgr different managements;

e of d]:ferent levels of complexity; and

»  of different ages.

0.3 This part of ISO/IEC 9594 specifies the procedures by which the distributed components of the Directory interwork in
order to pravide a consistent service to its users.

vi
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Information technology — Open Systems Interconnection —
The Directory —

Part 4;
Procedures for distributed operation

SECTION 1: GENERAL

1 Scope ISO/IEC 9594-5:1990, Information Technology — Open
. . ({ Int tion| —
1.1 [This Part of ISO/IEC 9594 specifics the behavior of Syster¥dnterconnection) — The
. . T . . Directory — Part 5: Prdtocol
DSAg taking part in the distributed Directory application.

The gllowed behavior has been designed so as to ensure a

consi

ktent service given a wide distribution of the DIB

ISO/IEC 9594-6:1990,

Specifications.

Information Technolog)| — Open

acrosy many DSAS. Systems Interconnection| — The

1.2 [The Directory is not intended to be a general purpose 3;;2‘;20%1) e;—"art 6: Selgcted At

datatzrse system, although it may be built on such systems.

gflcslu s tram of updites. o eher frequency ISOMEC 9594-7:1990, Information Technology{ — Open
Systems Interconnection| — The
Directory — Part 7: Sel¢cted Object
Classes.

2 [Normative references

The fpllowing standards contain provisions which, through ISO/IEC 9594-8:1990, Information Technology — Open

refergnce in this text, constitute provisions of this part\of Systems Interconnection — The

ISO/IEC 9594. At the time of publication, the editions Directory — Part 8: Authentication

indicated were valid. All standards are subject tofrevision, Framework.

and parties to agreements based on this part O0DISO/IEC

9594| are encouraged to investigate the possibility of ISO/IEC 10021-3:1990, Information Technology — Text

applyling the most recent editions of the’ standards listed Communication — Mesfage

below. Members of IEC and ISO_maintain registers of Oriented Text Interchange System

curreptly valid International Standards. (MOTIS) — Part 3: Ab§tract Service
Definition Conventions.

ISO 1498:1984, Information Processing Systems —

ISO/IEC 8824:1990,

- Open Systems Interconnection —
Basic Reference Model.

Information Technology — Open
Systems Interconnection —
Specification of Abstract Syntax
Notation One (ASN.1).

ISO/

3 Definitions

The definitions contained in this clause mak
abbreviations defined in clause 4.

3.1 OSI Reference Model Definition

e use of the

3

HEC 059411990 formationTechrology—Open
Systems Interconnection — The
Directory — Part 1: Overview of
Concepts, Models and Services.

ISO/IEC 9594-2:1990, Information Technology — Open

Systems Interconnection — The
Directory — Part 2: Models.

This part of the International Standard makes use of the
following terms defined in ISO 7498:

a) application entity title;

3.2 Basic Directory Definitions
This part of ISO/IEC 9594 makes use of the following

terms defined in ISO/IEC 9594-1:
a) (the) Directory;

ISO/IEC 9594-3:1990, Information Technology — Open
Systems Interconnection — The
Directory — Part 3: Abstract Ser-

vice Definition. b) Directory Information Base ;
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3.3 Directory Model Definitions

This part of ISO/IEC 9594 makes use of the following -

terms defined in ISO/IEC 9594-2:
a) access point;
b) alias;
¢) distinguished name;

d) Directory Information Tree;

3.5.8 knowledge reference: Knowledge which associates,
either directly or indirectly, a DIT entry with the DSA in
which it is located. ' ~

3.5.9 knowledge tree: The conceptual model of the
knowledge information that a DSA holds to enable it to per-
form distributed name resolution,

3.5.10 multicasting. A mode of interaction which may
optionally be used by a DSA which cannot perform an

e) Dinectory System Agent;
f) Dinectory User Agent,

g) relative distinguished name;

3.4 Abstract Service Definition Conventions

This part|of ISO/IEC 9594 makes use of the following
terms defihed in ISO/IEC 10021-1:

a) abdftract error ;

b) absfract operation;

c) resplt;

3.5 Distributed Operation Definitions

For the pyrpose of this part of ISO/IEC 9594 the following
definition$ apply:

3.5.1 chaining : A mode of interaction optionally used
by a DSA which cannot perform an operation itself. The
DSA chaips by invoking an operation of another DSA and
then relayjng the outcome to the original requestor.

3.5.2 cdntext prefix : The sequence of RDNs: Jeading
from the Root of the DIT to the initial vertex of a naming
context, ¢orresponds to the distinguished name of that
vertex.

353 cHoss reference : A knowledge reference
containing information about the DSA that holds an entry.
This is uped for optimization,The entry need have no
superior dr subordinate relationship.

3.5.4 DIB fragment ;:The portion of the DIB that is held
by one DA, comprising one or more naming contexts,

3.5.5 diktribited name resolution : The process by which
name resqlution is performed in more than one DSA.

operation itself. The DSA multicasts the operatipn, i.e.,
invokes the same operation of several othef)P$As (in
series or in parallel) and passes an appropriate out¢ome to
the original requestor.

3.5.11 name resolution : The process of locating an entry
by sequentially matching each RDN in a purported name
to.a vertex of the DIT.

3.5.12 naming context;NA partial sub tree of the DIT
which starts at a vertex’/and extends downwards| to leaf
and/or non-leaf vertices. Such vertices constitpite the
border of the naming context. Subordinates of non-leaf
vertices beloging to the border denote the start of further
naming cohtexts.

3.5,13 \non-specific subordinate reference : A kngowledge
reference that holds information about the DSA that holds
one or more unspecified subordinate entries.

3.5.14 operation progress: A set of values which|denotes
the extent to which name resolution has taken placg.

3.5.15 reference path: A continues sequepnce of
knowledge references.

3.5.16 referral: An outcome which can be returrjed by a
DSA which cannot perform an operation itself, and which
identifies one or more other DSAs more able to perform the
operation.

3.5.17 request decomposition: Decomposition of d request
into subrequests each accomplishing a part of the distributed
operation. ’

3.5.18 root context: The naming context for the vertex
whose name comprises the empty sequence of RDIYs,

3.5.19 subordinate reference: A knowledge reference

3.5.,6 internal reference : A knowledge reference
containing an internal pointer to an entry held in the same
DSA.

3.5.7 knowledge information : the information which a
particular DSA has about the entries it holds and how to
locate other entries in the directory.

confaining information about the DSA that holds a specific
subordinate entry.

3.5.20 subrequest: A request generated by request
decomposition.

3.5.21 superior reference: A knowledge reference
containing information about the DSA that holds a
superior entry.
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4 Abbreviations

The following abbreviations ‘are used in this part of
ISO/IEC 9594:

DIB Directory Information Base
DIT Directory Information Tree

ISO/IEC 9594-4 : 1990(E)

RDN  Relative Distinguished Name

5 Notation

The notation used in this clause is defined as follows:

a) the data syntax notation, encoding
notation are defined in ISO/IEC 8824;

and macro

b) the notations for abstract models and abstract services

DSA Directory System Agent
DUA| Directory User Agent

PDverview

The Directory Abstract Service allows the interrogation,
retrieyal and modification of Directory information in the
DIB. |This service is described in terms of the abstract
Direcfory object as specified in ISO/IEC 9594-3.

Necegsarily, the specification of the abstract Directory
object does not in any way address the physical realization
of the¢ Directory: in particular it does not address the
specification of Directory System Agents (DSA) within
whichi the DIB is stored and managed, and through which
the sdrvice is provided. Furthermore, it does not considef
whether the DIB is centralized, i.e., contained within a
singlg DSA, or distributed over a number of ‘DSAs.
Consgquently, the requirements for DSAg to have
knowledge of, navigate to, and cooperate with'other DSAs,
in order to support the abstract service.in-a distributed
envirgnment is also not covered by the service description.

This part of ISO/IEC 9594 specifies the refinement of the
abstrgct Directory object, the/fefinement being expressed
in tegms of a set of one Orymore DSA objects which
collegtively constitute the,distributed directory service.
Inher¢nt in this is the identification and specification of the
DSA |ports that are\internal to the Directory object. For
each puch port, this part specifies, the associated abstract
servide, and its'procedures.

In adgition this part specifies the permissible ways in
which the’DIB may be distributed over one or more DSAs.

are defined in ISO/IEC 10021-3.

SECTION 2: OVERVIEW

single DSA, the Directory is in fact centrali

ed; for the

For the limiting case where the DIB is contai£ed within a

case where the DIB is' distributed over two or

knowledge and navigation mechanisms ar
which ensuré. that the whole of the DIB is
accessible from all DSAs that hold constituent

Additionally, request handling interactions a
that.enable particular operational characteri
Directory to be controlled by its users. In paj
user has control over whether a DSA, resp
directory enquiry pertaining to information h
DSA(s), has the option of interrogating the o
directly (chaining/multicasting) or, whethe
respond with information about other DSA(s)

further progress the enquiry (referral).

ore DSAs,
e specified
potentially
entries.

re specified
stics of the
rticular, the
bnding to a
eld in other
her DSA(s)
r it should
vhich could

Generally, the decision by a DSA to chain/fulticast or

refer is determined by the service controls set
and by the DSA's own administrative, ope
technical circumstances.

by the user,
rational, or

Recognizing that, in general, the Directg

ry will be

distributed, that directory enquiries will be satjisfied by an

arbitrary number of cooperating DSAs
arbitrarily chain/multicast or refer according

hich may
the above

criteria, this part of ISO/IEC 9594 specifies the| appropriate
procedures to be effected by DSAs in regponding to
distributed directory enquiries. These procgdures will
ensure that users of the distributed Directpry service
perceive it to be both user-friendly and consistgnt.

SECTION 3: DISTRIBUTED DIRECTORY MODELS

7 Distributed Directory System
Model

The Directory abstract service as defined in
ISO/IEC 9594-3 models the directory as an object which

provides a set of directory services to its users. The
services of the directory are modelled in terms of ports,
where each port provides a particular set of directory
services. Users of the directory access its services through
an access point. The directory may have one or more
access points and each access point is characterized by the
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services it provides and the mode of interaction used to
provide these services.

This clause addresses the internal structure of the directory
object, identifying its constituent objects and their ports,
and thereby facilitates the specification of a distributed
directory service.

Flgure 1 illustrates the dlstrlbuted dxrectory model whlch

comprising a set of one or more DSA objects.

The Directory

l acces

5]

ervice—ports |  [Chained—service—ports|

S pointl——-\

rds]

Figure 1 — Objects of the Distributed Directory Model

DSA objects are specified in detail in the subsequent
clauses of [this part of ISO/IEC 95%94. This clause merely
states a number of their characteristics in order to serve-as
an introdugtion and to establish the relationship-between
this part arld other parts of ISO/IEC 9594.

DSA obje¢ts are defined in order that distribution of the
DIB can b¢ accommodated and that a gumber of physically
distributed| DSAs can interact in a prescribed, cooperative
manner to|provide directory services to the users of the
directory (DUAs).

DSA objegts, like the Directory object, are characterized
by their externally visible ports. The ports associated with
a DSA object are of\two types: service-ports and chained-
service-pofts.

The servicg-ports of a DSA object are identical to those of

In addition to the service-ports of the DSA object which
accommodate access to the Directory object, a second set
of ports are defined, the chained-service-ports. These
permit inter-DSA communication in order that the
Directory abstract service can be realized in a distributed
environment.

The chained-service-ports and the operations provided
through them are in dlrect correspondence to the similarly
< e vely ainedRead,

chalnedSearch and chamedModlfy

The process of specifying the constituent objects of p more
abstract object is termed "refinement”. The‘specificgtion of
the refinement of the Directory object/into its component
parts (the DSAs), and the specification of the apstract
service provided by each of them (the DSA Abpstract
Service) is contained in Section Four of this part of
ISO/IEC 9594. (The protocol specification of the
corresponding OSI application service elements, as derived
from the distributed-port definitions, can be fopnd in
ISO/IEC 9594-5),

8 DSA Interactions Model

A basi¢ characteristic of the Directory is that, %éven a

distyibuted DIB, a user should potentially be able to have
any service request satisfied (subject to security, pccess
control and administrator policies) irrespective |of the
access point at which the request originat¢s. In
accommodating this requirement it is necessary that any
DSA involved in satisfying a particular service fequest
have some knowledge (as specified in clause 10 pf this
part of ISO/IEC 9594) of where the requested information
is located and either return this knowledge to the requestor
or attempt to have the request satisfied on its behalf. (The
requestor may either be a DUA or another DSA:|in the
latter case both DSAs shall have a chained-service-port).

Three modes of DSA interaction are defined to medt these
requirements, namely "chaining”, "multicasting|', and
"referral”. "Chaining" and "multicasting"are defined to
meet the latter of the above requirements whilst referrals
address the former.

8.1 Chaining

This mode of interaction (depicted in figure 2) may be

the Directory object, namely, read, search, and modify.
Figure 1 illustrates that the service-ports associated with a
DSA object constitute an access-point through which
directory services are made available.

The detailed specification of the read, search, and modify
service-ports of the DSA object can be found in
ISO/IEC 9594-3. (The protocol specification for the
corresponding OSI application service elements, as derived
from these port definitions, can be found in ISO/IEC 9594-
5).

used by one DSA, 1o pass o a request 1o anotiier DSA
when the former has knowledge about naming contexts
held by the latter. Chaining may be used to contact a single
DSA pointed to in a cross reference, a subordinate
reference, or a superior reference. Multicasting is a form of
chaining, described in 8.2.
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6 .
Request Response
1\ i

Figure 2 — Chaining mode

Note - In figure 2, the order of interactions is defined by the
numbers associated with the interaction lines.

8.2| Multi-casting

Thig mode of interaction (depicted in figures 3a and 3b)
may| be used by a DSA, to chain an identical request in
pardilel (figure 3a) or sequential (figure 3b) to one or more
other DSAs, when the former does not know the complete
nanling contexts held by the other DSAs. Multi-casting is
only used by a DSA to contact other DSAs pointed toifa
non{specific subordinate reference. Each of the DSAs is
pasded the identical request. Normally, durihg’name
resoflution, only one of the DSAs will be able-to-continue
progessing the request, all of the others\teturning the
unaple to proceed Service Error. However, during the
evaluation phase of Search and List operations, all the

DSAs in a non-specific subordinate reference should be

‘ able to continue processing the request.

Note - In figures 3a and 3bcthe-order of interactions is defined
by the numbers associated with the interaction lines.

i | 4
Request Response
1

Figure 3a'— Multicasting mode (parallel)

Figure 3b — Multicasting mode (sequential)

8.3 Referral

A referral (depicted in figures 4a and 4b) is|returned by a
DSA in its response to a request which|it had been
requested to perform, either by a DUA, or by|another DSA
(in which case both DSAs shall have a chained-service-
port). The referral may constitute the wholg response (in
which case it is categorized as an error) or jhst part of the

FespoOnse: ge reference,
which may be either a superior, subordinate, cross or non-
specific subordinate reference.

The DSA (figure 4a) receiving the referral may use the
knowledge reference contained therein, to subsequently
chain or multi-cast (depending upon the type of reference)
the original request to other DSAs. Alternatively, a DSA
receiving a referral, may in turn pass the referral back in its
response. A DUA (figure 4b) receiving a referral may use
it to contact one or more other DSAs to progress the
request.
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Oreferralfo B

@ referralto C
DSA

9 Directory Distribution

This clause defines the principles according to which the
DIB can be distributed.

Each entry within the DIB is administered by one, and
only one, DSA's Administrator ‘who is said to have
administrative authority for that entry. Maintenance and
management of an entry shall take place in a DSA

8
Request I Response
1

Figure 4a — Referral mode
- (DSA with chained-service-port)

DSA

Response

O referralto E
o referralto F

Figure 4b — Referral mode
(DUA requests — DSAs with no chained ports)

Note - In figures 4a and 4b, the order of interactions is defined
by the numbers associated with the interaction-lines.

8.4 Made Determination

If a DSA [cannot itself fully resolve a request, it shall
chain/mulficast the request{or a request formed by

decompos]ng the original.one), to another DSA, unless:

a) chaining is prohibited by the user via the service
conjrols, in ‘which case the DSA shall return a
refefral or‘a-chainingRequired ServiceError (at its
choice); or

administered by the administrative authority for the pntry.

Although the Directory does not provide any-support for
the replication of entries, it is nevertheless possible to
realize replication in two ways.

+ . Copies of an entry may be stofed in other IDSA(s)
through bilateral agreement. The means by|which
‘these copies are majntained and managed is a
function of the bilatéral agreement and |is not
defined in this part of ISO/IEC 9594.

« Copies of -an entry may be acquired by $toring
(locally’and dynamically) a copy of an entry| which
results from a request.

Note -~ The acquisition of cache entries is subject to| access
control. :

The originator of the request is informed (via fromEntry)
as to whether information returned in response to a fequest
is from a replicated entry or not. A service cpntrol,
dontUseCopy, is defined which allows the user to prohibit
the use of replicated entries.

Each DSA within the Directory holds a fragment|of the
DIB. The DIB fragment held by a DSA is described in
terms of the DIT and comprises one or more :laming
contexts. A naming context is a partial subtree of the DIT
defined as starting at a vertex and extending downwards to
leaf and/or non-leaf vertices. Such vertices constitpte the
border of the naming context. Subordinates of the npn-leaf
vertices belonging to the border denote the start of [further
naming contexts.

It is possible for a DSA's administrator tq have
administrative authority for several disjoint faming
contexts. For every naming context for which a DJA has
administrative authority, it shall logically holld the
sequence of RDNs which lead from the root of the [DIT to

b) the PSAtras—admmastrative; Upc;latiuual, Ot
technical reasons for preferring not to chain, in
which case the DSA shall return a referral.

Notes

1 A "technical reason" for not chaining/multicasting is that
the DSA identified in the knowledge reference has no chained-
service-ports.

2 Ifthe localScope service control is set, then the DSA (or
DMD) shall either resolve the request or return an €rror.

3 If the user prefers referrals, the user should set
chainingProhibited.

the initial vertex of the subtree comprising the naming
context. This sequence of RDNs is called the context

prefix.

A DSA's administrator may delegate administrative
authority for any immediate subordinates of any entry held
locally to another DSA. A DSA that delegated authority is
called a superior DSA and the context that holds the
superior entry of one for which the administrative
authority was delegated, is called the superior naming
context. Delegation of administrative authority begins with
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the root and proceeds downwards in the DIT; that is, it can
only occur from an entry to its subordinates.

Figure 5 illustrates a hypothetical DIT logically partitioned
into five naming contexts (named A, B, C, D and E),
which are physically distributed over three DSAs (DSA1,
DSA2, and DSA3).

From the example it can be seen that the naming contexts

ISO/IEC 9594-4 : 1990(E)

Whilst the logical to physical mapping of the DIT onto
DSAs is potentially arbitrary, the task of information
location and management is simplified if the DSAs are
configured to hold a small number of naming contexts.

In order for a DUA to begin processing a request it shall
hold some information, specifically the presentation
address, about at least one DSA that it can contact initially.
How it acquires and holds this information is a local

held as o meeta
wide |range of operational requirements. Certain DSAs
may pe configured to hold those entries that represent
highef level naming domains within some logical part(s) of
the DIB, the organizational structure of a large company
say, put not necessarily all the subordinate entries.
Alterpatively, DSAs may be configured to hold only those

4
TIIATCCTS

During the process of modification of entrics
that the directory may become inconsistent.
particularly likely if modification*involves aliases or
aliased objects which may be in different [DSAs. The
inconsistency shall be corrected by specific administrator

t is possible
This will be

naming contexts representing primarily leaf entries. action, for example to delete aliases if the cqrresponding
aliased objects have been deleted. The Directofy continues
From|the above definitions, the limiting case for a naming to operate during this\period of inconsistency.
conteit can be either a single entry or the whole of the
DIT.
@ Root
DSA2 / \
/ -
DSA1 /o C=WW “@&=\WV DSA3
ContextA* Context BN__ Context D
Context C ‘
O=DEF
=AB ]
< / \
- ou=c@_ ou=H® ® ©
Context E =J QU=K
OU=l
o & @
ICN=I CN=m CN=n /] \ @ DiBentry
DIB Alias entry
® & o
Figure 5 — Hypothetical DIT
Note— v iStingu 05 vertices (e.g., C=VV,

C=WW) which are immediate subordinates’of the Root.

10 Knowledge

The DIB is potentially distributed across multiple DSAs
with each DSA holding a DIB fragment; the principles that
govern distribution of the DIB are specified in clause 9 of
this part of ISO/IEC 9594.

It is a requirement of the Directory that, for particular
modes of user interaction, the distribution of the directory
be rendered transparent, thereby giving the effect that the
whole of the DIB appears to be within each and every
DSA.

In order to support the operational requirements described
above, it is necessary that each DSA holding a fragment of
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the DIB be able to identify and optionally interact with
other fragments of the DIB held by other DSAs.

This clause defines knowledge as the basis for the mapping
of a name to its location within a fragment of the DIT.

Conceptually DSAs hold two types of information:
a) = Directory Information
b) Kn

Directory Information is the collection of entries
comprising the Naming Context(s) for which the
Administfator of a particular DSA has Administrative
Authority

Knowledge Information embodies the Naming Context(s)
held by a particular DSA and denotes how these fit into the
overall DIT hierarchy. Name Resolution, the process of
locating the DSA which has Administrative Authority for a
particular entry given that entry's name, is based on
knowledgg information.

A Context Prefix is the sequence of RDNs leading from
the Root |of the DIT to the initial vertex of a naming
context and corresponds to the distinguished name of that
vertex.

A Naming Context comprises a collection of knowledge '

referenceq and a Context Prefix. A Naming Context shall
contain eXactly the following knowledge references:

e Alllthe internal references which define the internal
stricture of the portion of the DIT included in‘the
Naming Context.

e  Alll the subordinate and non-specific subprdinate
refgrences to other Naming Contexts,

10.1 Minimal Knowledge References
It is a property of the Directory that-each entry can be
accessed independently of where-a'request is generated.

To accomplish this, each DSA shall at least maintain the
following [knowledge references:

*  subordinate references as defined in 10.3.2 and/or
noi}-specific. subordinate references as defined in
10.B.5and

*  superiorreferences-as-defined-in1033-

which holds the root context. The functionality of a 'root-
DSA' concerning the name resolution process has to be
provided by those DSAs which have administrative
authority for naming contexts that are immediately
subordinate to the root. These DSAs are called First Level
DSAs. Each First Level DSA shall be able to simulate the
functionality of the 'root-DSA'. This requires full
knowledge about the root naming context. The root
context is replicated onto each First Level DSA and
: ini by the
autonomous first level administrative authorities.
Administration procedures have to be detetmined by
multilateral agreements outside the scoperof’this|part of
ISO/IEC 9594.

+ Each first level DSA shall hold the root ¢ontext,
which implies a referencevpath to each other first
level DSA. '

» Each non-first leyel DSA shall have a superior
reference, which.implies a reference path| to any
arbitrary firstdevel DSA.

.10.3 Knowledge References

The knowledge possessed by a DSA is defined in terms of
a set ofone’ or more knowledge references whdre each
refererice associates, either directly or indirectly, entries of
the DIB with DSAs which hold those entries.

To be able to fulfill the requirements to reach evgry DIB
entry from any DSA, every DSA is required {o have
knowledge about the entries which it itself holds, and
about subordinates and possibly superiors theregf. This
gives rise to the following types of knowledge refefences:

o Internal references

¢ Subordinate references

*  Superior references

e Non-specific subordinate references
Additionally, for optimization purposes the following
types of optional references are defined:

¢ Cross references

In the event that the set of knowledge references asgociated
with a particular DSA contain only internal references, the
DSA has no knowledge of other DSAs and the| DIB is
therefore centralized.

It is then possible to establish a reference path, as a
continuous sequence of knowledge references, to all
naming contexts within the Directory.

Optionally, cross references, as defined in 10.3.4, may
form part of a reference path to optimize performance.

10.2 Root Context

Because of the autonomy of the different countries or
global organizations, there is likely to be no 'single' DSA

10.3.1 Internal References
An internal reference consists of :
« the RDN corresponding to a DIB entry;

* an internal pointer to where the entry is stored in the
local DIB. (The specification of this pointer is
outside the scope of this part of ISO/IEC 9594).

All entries for which a particular DSA has Administrative
Authority are represented by internal references in the
knowledge information of that DSA.
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10.3.2 Subordinate References
A subordinate reference consists of
e an RDN corresponding to an immediate subordinate
DIB entry; '

e the Access Point of the DSA to which
Administrative Authority for that entry was
delegated.

ISO/IEC 9594-4 : 1990(E)

10.4 Knowledge Administration

To operate a widely distributed Directory with an
acceptable degree of consistency and performance,
procedures are required to maintain and extend the
knowledge held by each DSA. The same procedures are
appropriate for creating initial knowledge.

Knowledge can be maintained by:

All stibordinate entries held by another DSA to which this
DSA| has delegated Administrative Authority, shall be
repregsented by subordinate references (or non-specific
subordinate references as described in 10.3.5).

10.3.3 Superior References

A superior reference consists of
| the Access Point of a DSA.

Each|non-first level DSA maintains precisely one superior
refergnce. The superior reference shall form part of a
refergnce path to the root. Unless some method outside the
standard is employed to ensure this, for example within a
DMID, this shall be accomplished by referring to a DSA
which holds a naming context whose context prefix has

I 1he DSAor it admimnistrative amiority] propagating
changes of knowledge to those DSA$ holding all
kinds of references to it, whenever-changes at that
DSA cause the references to become ipvalid. This
is the only way superior, stbordinate and non-
specific subordinate references can be rhaintained;

b) DSAs requesting, andobtaining cross feferences to
improve the performance through ordinpry directory
operations.

This part of ISO/IEC 9594 does not define any procedures
for propagating knowledge changes as des¢ribed in a).
Bilateral’agreements shall be established locally for this.

10.4.1 7 Requesting Cross References

less ]

RDNs than the context prefix with fewest RDNs held

by this DSA.

10.3.
Acr

This
Nam

4 Cross References
ss reference consists of
a Context Prefix;

the Access Point of a DSA-<wwhich has
Administrative Authority for that Naming Context.

type of reference is optional and\serves to optimize
e Resolution. A DSA mdy)hold any number

10.3]
A no

(incll;ding zero) of cross references;

Non-specific Subordinate References
ji-specific subordinate reference consists of

the Access Point of a DSA which holds one or more
immediately subordinate Naming Contexts.

To improve the performance of the Directory System, the

local set of cross references can be exp
ordinary Directory operations. If a DSA ha
service-port it may request another DSA (wh

inded using
5 a chained-
ch also shall

have a chained-service-port) to return thos¢ knowledge

references which contain information about th

naming contexts related to the target object
ordinary Directory operation.

e location of
name of an

If the returnCrossReferences component of the

ChainedOperationsArgument is set to T
crossReference component

ChainedOperationsResult may be present, cq

sequence of cross reference items.

If a DSA is not able to chain a request to the,
referral is returned to the originating I
returnCrossReference comp
ChainingArguments was TRUE, the referral

RUE, the
of the
nsisting of a

next DSA a
DSA. If the
onent of
may contain

additionally the context prefix of the nanping context

which the referral refers to. The contextPrefi

K component

This|type of reference is optional, to allow for the case in
which aBSA is known to contain some subordinate entries
but theé-specific RDNs of those entries is not known.

is absent if the referral is based on a hon-specific
subordinate reference. The cross reference returned by a

For each naming context which it holds, a DSA may hold
any number (including zero) of non-specific subordinate

references, which will be evaluated if all specific internal -

and subordinate references have been pursued. DSAs
accessed via a non-specific reference shall be able to
resolve the request directly (either success or failure). In
the event of failure a serviceError reporting a problem of
unableToProceed is returned to the requestor.

referratTsbasedomrknowledge treld by the' DSA which

generated the referral,

In both cases (chaining result and referral) an
administrative authority through its DSA may elect to
ignore the request for returning cross references.

10.4.2 Knowledge Inconsistencies

The Directory has to support consistency-checking
mechanisms to guarantee a certain degree of knowledge
consistency.


https://standardsiso.com/api/?name=9bb05bd6e10a3ad291b9bfc87bde0eea

ISO/IEC 9594-4 : 1990(E)

10.4.2.1 Detection of Knowledge Inconsistencies
The kind of inconsistency and its detection varies for the
different types of knowledge references.

« Cross and Subordinate references:

This type of reference is invalid if the referenced DSA
does not have a local naming context with the context
prefix contained in the reference. This inconsistency will

Note — It is not always possible to detect an invalid superior
reference.

10.4.2.2 Reporting of Knowledge Inconsistencies

If chaining is used in performing a Directory request, all
knowledge inconsistencies will be detected by the DSA
which holds the invalid knowledge reference, through
receiving a serviceError with problem of
invalidReference.

be detected dur ius the-deternmimatiomof-the-imittat uanu;ué
context. pf the name resolution process by the
operatioriProgress and referenceType components of
ChainingArgument

¢ Non-spegific Subordinate references

This type|of reference is invalid if the referenced DSA
does not Have a local naming context whose immediately
superior cpntext prefix is contained in the reference, i.e,
the referepce contains that DSA's local context prefix
minus the|last RDN. The consistency check is applied as
above.

o Superior|References:

An invalid superior reference is one which does not form
part of a feference path to the root. The maintenance of
superior r¢ferences shall be done by external means and is
outside the scope of this part of ISO/IEC 9594.

11 Overview of DSA Abstract Service

11.1 The abstract service of the_directory is fully
described|in ISO/IEC 9594-3. When such a service is
provided jn a distributed environment, as modelled in
clause 7 of this part of ISO/IE€ 9594, it can be regarded as
being prdvided by means of a set of DSAs. This is
illustrated fin figure 1.

11.2 Tlo describe 'this model, the refinement of the
directory pbject\inito its component dsa objects can be
expressed @ps;

SECTION 4: DSA ABSTRACT SERVICE

If a DSA returns a referral which is based on @n [invalid
knowledge reference, the requestor will be-retyrned a
serviceError.with problem of invalidReference if[it uses

the referral. How the error condition will\be propagated to
the DSA which stores the invalid refegeénce is not|within
the scope of this part of ISO/IEC 9594. '

10.4.2.3 Treatment of  Inconsistent Knowledge
References

After a DSA has detected an invalid reference it should try
to re-establish knowledge consistency. For example, this
can be done by sitnply deleting an invalid cross reference
or by replacing it with a correct one which can be optained
using the returnCrossRefs mechanisms.

The way -in which a DSA actually handles |nvalid

references is a local matter, and outside the scope|of this
part of ISO/IEC 9594.

11.3  The dsa object itself can be defined as follows:

dsa  OBJECT

PORTS { readPort [S1,
searchPort is],
modifyPort [S1,
chainedReadPort,
chainedSearchPort,
chainedModifyPort}

= id-ot-dsa

The DSA supplies Read, Search, and Modify ports, thus
making visible those services to the users of the directory
object, namely the DUAs. In addition, a DSA syipports
"distributed” versions of the hained

DirectoryRefinement ::= REFINE directory AS

dsa RECURRING

readPort [S] VISIBLE
searchPort [S]  VISIBLE
modifyPort [S1  VISIBLE
chainedReadPort PAIRED WITH dsa

chainedSearchPort PAIRED WITH dsa
chainedModifyPort PAIRED WITH dsa

10

Read, Chained Search, and Chained Modify, which allow
DSAs to propagate requests for those services to other
DSAs.

11.4  The ports cited from 11.2 and 11.3 (excluding
those which are defined in ISO/IEC 9594-3), are defined
as follows:
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. 12.1

chainedReadPort PORT
ABSTRACT OPERATIONS {
ChainedRead, ChainedCompare,
ChainedAbandon}
= id-pt-chained-read

chainedSearchPort PORT
ABSTRACT OPERATIONS({
ChainedList, ChainedSearch}
= id-pt-chained-search

chaipediodifyPort PORT

ISO/IEC 9594-4 : 1990(E)

d) attributeError;

e) nameError,

f) securityError;

g) serviceError;

h) updateError;
(Macro)

ABSTRACT OPERATIONS {
ChainedAddEntry,
ChainedRemoveEntry,
ChainedModifyEntry,
ChainedModifyRDN}

= id-pt-chained-modify

12 (Information Types

Introduction

12.1]1 This clause identifies, and in some cases defines, a
number of information types which are subsequently used
in the definition of various of the operations of the DSA
abstract service. The information types concerned are
thosg which are common to more than one operation, are
likely to be in the future, or which are sufficiently complex
or seff-contained as to merit being defined separately from
the gperation which uses them.

12,12 Several of the information types used in .the
definition of the DSA abstract service are actually defined
elsewhere. Subclause 12.2 identifies these type€s and
indiqates the source of their definition. Each of the
remaining subclauses (12.3 through 12.9) ideiitifies and
defines an information type.

12.2 Information Types Defined Elsewhere

12211 The following information types are defined in
ISO/JEC 9594-2:

a

S’

aliasedObjectName;
b)| DistinguishedName;
c)| Name;

d)| RelativeDistinguishedName.

12.22 "The following information types are defined in

D OPTIONALEY-SIGNED,
(Data Type)
i) SecurityParameters.

12.2.3 The following infofmation type iy defined in
ISO/IEC 9594-6:

a) PresentationAddress.

12.3 Chaining Arguments

12.3.1 The-ChainingArguments are pregent in each
Chained*abstract-operation, to convey to|la DSA the
information needed to successfully perform ifs part of the
overall task:

ChainingArguments ;= SET{
originator [0] DistinguishedName
OPTIONAL,
targetObject [1]1 DistinguishedName
OPTIONAL,
operationProgress [2] OperationProgres

DEFAULT {notStarted},

traceinformation [3] Traceinformation,
aliasDereferenced [41 BOOLEAN DEFAULT FALSE,
aliasedRDNs [5] INTEGER OPTIONAL,

- - absent unless aliasDereferenced is TRUE

returnCrossRefs [6] BOOLEAN DEFAULT FALSE,
teferenceType [71 ReferenceType
DEFAULT superigr,
info (8] Domaininfo OPTIONAL,
timeLimit [9] UTCTime OPTIONAL,
[10] SecurityParameters
DEFAULT {} }

12.3.2 The various components have the meanings as
defined in 12.3.2.1 through 12.3.2.11.

12.3.2.1 The originator component conveyd the name of
the (ultimate) originator of the request unless already

ISOMEC 9594-3:

(Abstract-bind)
a) DirectoryBind;
(Abstract-operations)
b) Abandon;
(Abstract-errors)

c) abandoned,;

specified in the security parameters. If requestor is present
in CommonArguments, this argument may be omitted.

12.3.2.2 The targetObject component conveys the name
of the object whose directory entry is being routed to. The
role of this object depends on the particular abstract-
operation concerned: it may be the object whose entry is to
be operated on, or which is to be the base object for a
request or sub request involving multiple objects (e.g.,
ChainedList or ChainedSearch ). This component can be
omitted only if it has the same value as the object or base

11
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object parameter in XArgument (see 14.3.1), in which case
its implied value is that value.

12.3.2.3 The operationProgress component is used to
inform the DSA of the progress of the operation, and hence
of the role which it is expected to play in its overall
performance. The information conveyed in this component
is specified in 12.5.

12.3.24 Thetraceinformation component is used to

12.3.2.10 The timeLimit component, if present, indicates
the time by which the operation is to be completed (see
17.4.4b).

12.3.2.11 The SecurityParameters component is specified

in ISO/IEC 9594-3. Its absence is deemed equivalent to
there being an empty set of security parameters.

12.4 Chaining Results

prevent looping among DSAs when chaining is in
operation] A DSA adds a new element to trace information
prior to chaining an operation to another DSA. On being
requested to perform an operation, a DSA checks, by
examinatipon of the trace information, that the operation has
not form¢d a loop. The information conveyed in this
component is specified in 12.6.

12.3.2.5 | The aliasDereferenced component is a
Boolean yalue which is used to indicate whether or not one
or more glias entries have so far been encountered and
dereferedced during the course of distributed name
resolutiorn]. The default value of FALSE indicates that no
alias entry has been dereferenced.

12.3.2.6 | The aliasedRDNs component indicates how
many of the RDNs in the targetObject Name have been
generated from the aliasedObjectName attributes of one
(or more) alias entries. The integer value is set whenever
an alias |entry is encountered and dereferenced. This

compondnt shall be present if and only if the:

aliasDergferenced component is TRUE.

12.3.2.7 | The returnCrossRefs component is a Bodlean
value which indicates whether or not knowledge
referencds, used during the course of performing a
distributed operation, are requested to be passed back to
the initialf DSA, as cross references alongwith a result or
referral. The default value of FALSE-indicates that such
knowledge references are not to be returned.

12.3.2.8 |The reference Type'component indicates, to the
DSA beirlg asked to perform.the abstract-operation, what
type of khowledge was used-to route the request to it. The

DSA may|therefore be able to detect errors in the knowledge

held by the invoker{ If 'such an error is detected it shall be
indicated |by a_ServiceError with the invalidReference
problem, ReferenceType is described fully in 12.7.

Note - IflthereferoneeType-ismissing then the-value superior

12.4.1 The ChainingResults are present in the.result of
each abstract-operation and provide feedbacK to-the DSA
which invoked the abstract-operation.

ChainingResults ::= SET {
info “[01  Domaininfo OPTIONAL,
crossReferences [11  SEQGUENCE OF

CrossReference OPTIONAL,
{2} SecéurityParameters
DEFAULT {}}

12.4.2 The various-components have the mearjings as
defined in 12.4.2,1through 12.4.2.3.

12.4.2.1 The info component is used to convey DMD-
specific information among DSAs which are involved in
the processing of a common request. This compongnt is of
type Domaininfo, which is of unrestricted type:

1244.2.2 The crossReferences component |is not
present in the ChainingResults unlgss the
returnCrossRefs component of the corresponding request
had the value TRUE. This component consists of a
sequence of CrossReference items, each of] which
contains a contextPrefix and an accessPoint dejcriptor
(see 12.8).

GrossReference = SET{
contextPrefix [0] DistinguishedName,
accessPoint [1]  AccessPoint}

A CrossReference may be added by a DSA when it
matches part of the targetObject argument of an gbstract-
operation with one of its context prefixgs. The
administrative authority of a DSA may have a polidy not to
return such knowledge, and will in this case noff add an
item to the sequence.

12.4.2.3 The SecurityParameters component is specified
in ISO/IEC 9594-3. Its absence is deemed equivilent to
there being an empty set of security parameters.

shall be assumed.

12.3.2.9 The info component is used to convey DMD-
specific information among DSAs which are involved in
the processing of a common request. This component is of
type Domaininfo, which is of unrestricted type:

Domaininfo = ANY

12

12.5 Operation Progress

12.5.1 An OperationProgress value describes the state of
progress in the performance of an abstract-operation which
several DSAs shall participate in.
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OperationProgress =  SET{
nameResolutionPhase [01 ENUMERATED {
notStarted(1),
proceeding (2),
completed (3) },

nextRDNToBeResolved [1] INTEGER OPTIONAL}

12.5.2 The various components have the meanings as
defined in 12.5.2.1 and 12.5.2.2.

12.5.2.1 The nameResolutionPhase component indic-

ISO/IEC 9594-4 : 1990(E)

12.7 Reference Type

12.7.1 A ReferenceType value indicates one of the
various kinds of reference defined in clause 10.

ReferenceType ::= ENUMERATED {
superior (1),
subordinate (2),
cross (3),

nonSpecificSubordinate (4) }

ates | what phase has been reached in handling the
targetObject name of an operation. Where this indicates
that pame resolution has notStarted, then a DSA has not

hithejrto been reached with a naming context containing the

initigl RDN(s) of the name. If name resolution is
proceeding, then the initial part of the name has been
recognized, though the DSA holding the target object has
not
indiqates how much of the name has already been
recognized (12.5.2.2). If name resolution is completed,
then [the DSA holding the target object has been reached,
and gerformance of the operation proper is proceeding.

12.52.2 The nextRDNToBeResolved indicates to the
DSA| which of the RDNs in the targetObject name is the
next fto be resolved. It takes the form of an integer in the
rang¢ one to the number of RDNs in the name. This
component is only present if the nameResolutionPhase
component has the value proceeding.

12.4 Trace Information

12.6J1 A Tracelnformation value carries forward a record
of the DSAs which have been involved in the performance
of an operation. It is used to detect the existence of, or
avoigl, loops which might arise from \nconsistent
knowledge or from the presence of alias loops in the DIT.

TracgInformation = SEQUENCE OF Traceltem
Tracgliem 1= SET{
dsa [0] Name,
targetOhject 11/ Name OPTIONAL,

operationProgress_~[2]  OperationProgress }

12.6.2 Each DSA which is propagating an operation to
another adds a new(item to the trace information. Each
such [Traceltem-contains:

a) | the Name of the dsa which is adding the item;
b

=

the targetObject name which the DSA adding the

et been reached. The nextRDNToBeResolved -

12.8 Access Point

12.8.1 An AccessPoint value identifies)a-pafticular point
at which access to the Directory, speeifically to a DSA,
can occur. The access point has a Name, that of the DSA
concerned, and a PresentationAddress, to bg used in OSI
communications to that DSA;

AccessPoint = SET{
ae-title [0] Name,
address M PresentationAddress }

12.9 Continnation Reference

12.9.1 A ContinuationReference describgs how the
performance of all or part of an abstract-opefation can be
confinued at a different DSA or DSAs. It|is typically
returned as a referral when the DSA involved| is unable or
unwilling to propagate the request itself.

ContinuationReference = SET {
targetObject [6] Name,
aliasedRDNs {11  INTEGER OPTIONAL
operationProgress [2]  OperationProgress,
rdnsResolved [3]  INTEGER OP[TIONAL,
referenceType [4]  ReferenceType OPTIONAL,

- - only presenyt in the DSP

accessPoints [5]  SET OF AccessPoint}

12.9.2 The various components have the meanings as
defined in 12.9.2.1 through 12.9.2.6.

12.9.2.1 The targetObject Name which is proposed to
be used in continuing the operation. This might be
different from the targetObject Name recgived on the
incoming request if, for example, an aligs has been
dereferenced, or the base object in a searph has been
located.

129.2.2 The aliasedRDNs component inflicates how
many (if any) of the RDNs in the target objedt name have
been produced by dereferencing an alias. Thg argument is

ITem received on the incoming request, LNis
parameter is omited if the request being chained
came from a DUA (in which case its implied value
is the object or baseObject in XOperation), or if its
value is the same as the (actual or implied)
targetObject in the ChainingArgument of the
outgoing request.

c) the operationProgress which the DSA adding the
item received on the incoming request.

only present if an alias has been derelerenced.

12.9.2.3 The operationProgress which has been
achieved, and which will govern the further performance
of the abstract-operation by the DSAs named, should the
DSA or DUA receiving the ContinuationReference
follow it up.

12.9.24 The rdnsResolved component value (which
need only be present if some of the RDNs in the name
have not been the subject of full name resolution, but have

13
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been assumed to be correct from a cross reference)
indicates how many RDNs have actually been resolved,
using internal references only.

12.9.2.5 The referenceType component, which is only
present in the DSA abstract service, indicates what type of
knowledge was used in generating this continuation.

12.9.2.6 The accessPoints component indicates the
access pojnts which are to be followed up to achieve this

14 Chained Abstract-operations

14.1 Corresponding to each of the ports of the
Directory abstract service is a port of the DSA which
allows the abstract service to be provided by cooperating
DSAs. The abstract-operations in the corresponding ports
are also in one-to-one correspondence. The names of the
ports and the abstract-operations have been chosen to

* reflect this correspondence, with the port or abstract-

continuatjon. Where Nonspecific Subordinate References
are involyed there may be more than one AccessPoint
listed, apd each should be followed up, e.g., by
multicasting.

13 Abistract-bind and Abstract-unbind

DSABind and DSAUnbind, respectively, are used by a
DSA at the beginning and at the end of a period of
accessing|another DSA,

13.1 D$A Bind

13.1.1 A|DSABind abstract-bind-operation is used by a
DSA to Bind its chainedRead, chainedSearch, and
chainedModify ports to those of another DSA.

DSABind |::= ABSTRACT-BIND

TO {chainedRead,
chainedSearch,
chainedModify}

DirectoryBind

13.1.2 The components of the DSABind are identical to
their courjterparts in the DirectoryBind (see ISO/IEC 9594-
3) with the following differences.

13.1.2.1 The Credentials of the DirectoryBindArgument
allows ipformation identifying the( AE-Title of the
initiating [DSA to be sent to the responding DSA. The AE-
Title shall be in the form of a Directory Distinguished
Name.

13.1.2.2 |The Credentials.of the DirectoryBindResult
allows ipformation ddentifying the AE-Title of the
respondirlg DSA tode sent to the initiating DSA. The AE-
Title shal] be in the-form of a Distinguished Name.

13.2 D$A Unbind

operation in the DSA abstract service being formpd from
that of the Directory abstract service by prefixing-the word
"Chained". The resulting ports and abstract-eperations are
- as follows:
ChainedReadPort: ChainedRead,
ChainedCompare,
ChainedAbandon
ChainedSearchPort: ChainedList,
ChainedSearch
ChainedModifyPort; Chained AddEntry,
ChainedRemoveEntry,
ChainedModinyntlEl )
ChainedModifyRD

14.2 The arguments, results, and errors of the chained
abstract-operations are, with one exception, [formed
systémiatically from the arguments, results, and grrors of

the corresponding abstract-operations in the Directory

abstract service (as described in 14.3). The one eXception
is the ChainedAbandon abstract-operation, which is
syntactically equivalent to its Directory abstractservice
counterpart (described in 14.4).

propagate between DSAs a request which (ngrmally)
originated as a DUA invoking an X abstract-operation at a
DSA, that DSA having elected to chain it. The arguments
of the abstract-operation may optionally be signef by the
invoker, and, if so requested, the performing D$SA may
sign the results.

14.3 A ChainedX abstract-operation is ised fo

14.3.1 The systematic derivation of a Chained abstract-

operation "ChainedX" from its counterpart "X" is as
follows:

Given:

ABSTRACT-OPERATION
A

13.2.1 A DSAUnbind operation is used to unbind the
Chained Read, Chained Search and Chained Modify ports
of a pair of DSAs.

DSAUnbind ::= ABSTRACT-UNBIND
FROM {chainedRead,
chainedSearch,
chainedModify}

13.2.2 There are no arguments, results or errors.

14

RESULT XResult
ERRORS {..., Referral,...}

the Chained abstract-operation is derived as:
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ChainedX n=
ABSTRACT-OPERATION

ARGUMENT OPTIONALLY-SIGNED SET{
ChainingArguments,
[01  XArgument}

RESULT OPTIONALLY-SIGNED SET{
ChainingResults,
[0]  XResult)

ERRORS {..., DSAReferral,...}

Note - The definitive specification of the DSA abstract service

ISO/IEC 9594-4 : 1990(E)

A DSA is never obliged to issue a ChainedAbandon, or
indeed to actually abandon an operation if requested do so.

If ChainedAbandon actually succeeds in stopping the
performance of an operation, then a result will be returned,
and- the subject operation will return an abandoned
abstract-error. If the ChainedAbandon does not succeed
in stopping the operation, then it itself will return an
abandonFailed error.

1 A A 1. $las < - e . all & +la £ M <
mn M appPrics s acrrvat o T o e —Cnamea

abstriict-operations.

14.3.2 The arguments of the derived abstract-operation
have the meanings as described in 14.3.2.1 and 14.3.2.2.

14.3.2.1 The ChainingArguments contains that
inforxration, over and above the original DUA-supplied
arguments, which is needed in order for the performing
DSA [to carry out the operation. This information type is
defingd in 12.3. ,

14.3.2.2 The XArgument contains the original DUA-
supplied arguments, as specified in the appropriate clause
of ISQ/IEC 9594-3]. ~

14.3.3 Should the request succeed, the result will be
retum]ed. The result parameters have the meanings as
described in 14.3.3.1 and 14.3.3.2.

14.3.3.1 The ChainingResults contains that
information, over and above that to be supplied to the
origifating DUA, which may be needed by previous DSAs
in a chain. This information type is defined in 12.4.

14.3.3.2 The XResult contains the result which is being
returrled by the performer of this abstract-eperation, and
whicl is intended to be passed back in the result to the
origigating DUA. This informationis\as specified in the
appropriate clause of ISO/IEC 9594-3].

14.3.4 Should the request fail,one of the listed errors will
be rej;med. The set of exrors which may be reported are as

descrpbed for the cofresponding abstract-operation in
ISO/IEC 9594-3], éxeept that DSAReferral is returned
insteqd of Referral: The various errors are defined or
referanced in clause 15.

144 AChainedAbandon abstract-operation is used by
one DSA to indicate to another that it is no longer

15 Chained Abstract-errors
15.1 Introduction

15.1.1 For the most part, the §arhe abstract-grrors can be
returned in the DSA abstragt\service which can be returned
in the Directory abstract-service. The exceptipns are that
the DSAReferral 'error’ is' returned (see 15.2}, instead of
Referral, and the following service problems have the
same abstract syntax/but different semantics:

a) invalidReference. The DSA returninlg this error
detected an error in the calling DSA's khowledge as
specified in the referenceType chaining argument;

b loopDetected. The DSA returning this error
detected a loop in the knowledge information in the
Directory.

15.1.2 The precedence of the abstract-errors| which may
occur is as for their precedence in the Directpry abstract
service, as specified in ISO/IEC 9594-3].

15.2 DSA Referral

15.2.1 The DSAReferral abstract-error is generated by a
DSA when, for whatever reason, it doesh't wish to
continue performing an abstract-operation by|chaining or
multicasting the abstract-operation to one or|more other
DSAs. The circumstances where it may retufn a referral
are described in 8.4.

DSAReferral =
ABSTRACT-ERROR
PARAMETER SET{
[0] ContinuationReferente,
contextPrefix [1]  DistinguishedName
OPTIONAL }

15.2.2 The various parameters have the njeanings as

interested in having a previously invoked distributed
operation performed. This may be for any of a number of
reasons, of which the following are examples:

a) the operation which led to the DSA originally
chaining has itself been abandoned, or has implicitly
been aborted by the breakdown of an association;

b) the DSA has obtained the necessary information in
another way, e.g., from a faster responding DSA
involved in a multicast.

described in 15.2.2.1 and 15.2.2.2.

15.2.2.1 The ContinuationReference contains the
information needed by the invoker to propagate an
appropriate further request, perhaps to another DSA. This
information type is specified in 12.9,

15.2.2.2  If the returnCrossRefs component of the
ChainingArguments for this abstract-operation had the
value TRUE, and the referral is being based upon a
subordinate or cross-reference, then the contextPrefix
parameter may optionally be included. The administrative

15
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authority of any DSA will decide which knowledge
references, if any, can be returned in this manner (the

others, for example, may be confidential to that DSA).

SECTION 5: DISTRIBUTED OPERATIONS PROCEDURES

16 Introduction

primarily operation-centered view to introduce the
processing phases applicable to each.

16.1 Sc¢ope and Limits

This clduse specifies the procedures for distributed
operatioy} of the Directory which are performed by DSAs.

The descfiption of procedures for a single DSA is based on
the modglels in clauses 7 to 10 of this part of
ISO/IEC19594]. It should be noted that the model and
procedurps are included for expositional purposes only and
are not intended to constrain or govern the implementation
of an actpal DSA.

This clquse is divided into three subclauses: this
introduction, a conceptual model for describing Directory
behavior} and an introduction of both DSA-Centered and
Operatioh-Centered models of DSA operations.

16.2 Cpnceptual Model

The conjplexity of the Directory's distributed operation
gives risp to a need for conceptual modelling using both
narrativel and pictorial descriptive techniques. However,
neither the narrative nor graphic diagrams should be
construefl as a formal description of distributed directory
operation.

16.3 Individual and Cooperative Operation of
DSAs
The molel views DSA o¢peration from two separate

perspectlves, which, taken together, provide a complete,
operational picture ofithe Directory.

a) DBA-Centered Perspective. In this perspective the
seft ofr procedures that support the directory is

17 Distributed Directory Behaviar

To support the distributed operation of the directcl)ry, each
DSA shall perform actions needed to realize the|intent of
each operation and additional actions needed to distribute
that realization across multiple DSAs. Clause 17 |[explores
the distinction between these two, kinds of actfons. In

cclause 18 both kinds of actions afe-specified in defail.

17.1 Cooperative Fulfillment of Operations

Each DSA  is(equipped with procedures  capable of
completely falfilling all Directory operations. In[the case
that a DSA/contains the entire DIB all operations are, in
fact completely carried out within that DSA. In|the case
that.'the DIB is distributed across multiple DSAs the
completion of a typical operation is fragmented, with just a
portion of that operation carried out in each of pgtentially
many cooperating DSAs.

In the distributed environment, the typical DSA gees each
operation as a transitory event: the operation is inyoked by
a DUA or some other DSA; the DSA carries out
processing on the object and then directs it toward another
DSA for further processing.

An alternate view considers the total prqcessing
experienced by an operation during its fulfillment by
mutltiple, cooperating DSAs. This perspective reyeals the
common processing phases that apply to all operations.

17.2 Phases of Operation Processing

Every Directory operation may be thought of as
comprising three distinct phases:

a) the Name Resolution phase — in which the name of
the object on whose entry a particular opergtion is to
be performed is used to locate the DSA which holds

specification of each procedure and to fully account
for their interrelationships and overall control
structure. Clause 18 describes the DSA procedures
from a DSA-centered perspective.

b) Operation-Centered Perspective. The DSA-
centered view provides complete detail but makes it
difficult to understand the structure of individual
operations, which may undergo processing by
multiple DSAs.. Consequently Clause 17 adopts a

16

the entry;

b) the Evaluation phase — in which the operation
specified by a particular directory request (e.g.,
Read) is actually performed;

¢) the Results Merging phase — in which the results of
a specified operation are returned to the requesting
DUA. 1If a chaining mode of interaction was
chosen, the Results Merging phase may involve
several DSAs, each of which chained the original
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request or sub request (as defined in 17.3.1 Request
Decomposition) to another DSA during either or
both of the preceding phases.

In the case of the operations Read, Compare, List,
Search, and ModifyEntry, name resolution takes place on
the object name provided in the argument of the operation.
In the case of Add Entry, Remove Entry, and Modify
RDN, name resolution takes place on the name of the
immediately superior object (derived by removing the final

ISO/IEC 9594-4 : 1990(E)

has affected multiple entries on multipie DSAs, results
need to be combined.

The permissible responses returned to a requestor after
results merging include:
a) acomplete result of the operation;

b) aresult which is not complete because some parts of
the DIT remain unexplored (applies to List and
Search only). Such a partial result may include

RDN [from the name provided in the operation argument).

An operation on a particular entry may initially be directed
at any DSA in the Directory. That DSA uses its
knowledge, possibly in conjunction with other DSAs to
process the operation through the three phases.

17.2.1 Name Resolution Phase

Name Resolution is the process of sequentially matching
each RDN in a purported Name to an arc (or vertex) of the
DIT, |beginning logically at the Root and progressing
downwards in the DIT. However, because the DIT is
distributed between arbitrarily many DSAs, each DSA
may pnly be able to perform a fraction of the name
resolution process. A given DSA performs its part of the
Namg¢ Resolution process by traversing its local
knowledge. This process is described in 18.6 and the
accompanying diagrams (Figures 11 through 13). When a
DSA feaches the border of its naming context, it will know
from | the knowledge information contained therein,
whether the resolution can be continued by another DSA
or whether the name is erroneous.

17.2.2 Evaluation Phase

When the name resolution phase has compléted, the actual
operafion required (e.g., Read or Search)-is performed.

Operations that involve a single entty +— Read, Compare,
AddEntry, RemoveEntry, ModifyRDN and
ModifyEntry — can be carriéd out entirely within the
DSA |in which that entry.ha$ been located. AddEntry,
Remg¢veEntry, and ModifyRDN may affect knowledge in
more [than one DSA. See18.7.1.

Opergtions thatdnyolve multiple entries, List and Search,
need [to locate-subordinates of the target, which may or
ot reside in the same DSA. If they do not ail reside
¢ same DSA operatlons need to be dlrected to the

the evaluatlon process

17.2.3 Results Merging Phase

The results merging phase is entered once some of the
results of the evaluation phase are available.

In those cases where the operation affected only a single
entry, the result of the operation can simply be returned to
the requesting DUA. In those cases where the operation

continuation references for those pasts| of the DIT
not explored;

¢) an error (a referral being a special case);

d) and if the requestor was @/DSA, a ChainingResult.

17.3 Managing Distributed Operatigns

Information is included”’in the argument of each abstract-

operation which\ a DSA may be asked
indicating thepfogress of each operation as
various of thie DSAs of the Directory. Th|
possible for each DSA to perform the appropri

to perform
it traverses
is makes it
hte aspect of

the processing required, and to record the completion of

that‘aspect before directing the operation out
further DSAs.

vard toward

Additional procedures are included in the DSA to

physically distribute the operations and sup

needs arising from their distribution.

17.3.1 Request Decomposition

Request decoraposition is a process performg
by a DSA prior to communication with one o1
DSAs. A request is decomposed into several
such that each of the latter accomplishes a

port other

d internally
more other
subrequests
part of the

original task. Request decomposition can tLe used, for

example, in the search operation, after the bas
been found. After decomposition, each of the
may then be chained or multicast to othe
continue the task.

17.3.2 DSA as Request Responder

A DSA that receives a request can check the
that request using the Operation Progress para
will determine whether the operation is still

object has
subrequests
I DSAs, to

progress of
meter. This
in the name

resolutlon phase or has reached the evaluation phase, and

A gl attempt to
satxsfy If the DSA cannot fully satisfy the request it shall
either pass the operation on to one or more DSAs which
can help to fulfill the request (by chaining or multicasting)
or return a referral to another DSA or terminate the request
with an etror.

17.3.3 Completion of Operations

Each DSA that has initiated an operation or propagated an
operation to one or more other DSAs shall keep track of
that operation's existence until each of the other DSAs has

17
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returned a result or error, or the operation's maximum time
limit has expired. This requirement applies to all
operations, propagation modes and processing phases. It
ensures the orderly closing down of distributed operations
that have propagated out into the Directory.

17.4 Other Considerations for Distributed
Operation

17.4.1 Request Validation

defined to handle loops. In loop detection a DSA
determines whether a loop has occurred in an incoming
operation and, if so returns an error. In loop avoidance a
DSA determines whether an operation, if forwarded,
would yield a loop.

17.4.4 Service Controls

Some service controls need special consideration in the
distributed environment in order that the operation is

On receipt of a directory operation a DSA shall initially
validate the operation to ensure that it can be progressed.
Circumsfances such as loops within the DIT caused by
inapprogriate use of aliases or the use of erroneous
knowledge may cause operations to be sent to DSAs that
cannot be processed.

resolution alone is inadequate.
The request validation actions ensure that a loop is
detected before any attempt is made to progress an

e specified in 18.5.1.

‘Where security procedures are in force request validation
also verifies the identity of the requesting DSA or DUA,
and the Validity of the request.

17.4.2 |State and Trace Information

The progression of an operation within the directory and
the presence of loop conditions are determined by an
operation's "state", where state is defined to be the
following:

name of the DSA currently processing the
operation.

name of the targetObject as contained within
argument of thé operation.

operationiProgress as contained within the

conveyed with the operation.

The tracelnformation argument forms the basis of loop
avoidance/detection strategies as specified in 17.4.3.

17.4.3 Looping

Within the context of a particular directory operation a
loop occurs if at any time the operation returns to a
previous state (as defined above). Looping is managed
using the trace-information argument. Two strategies are

18
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a) chainingProhibited: A DSA consultsythip service
control when determining the mode of propagatt’on of an
operation. If it is set then the DSA always usep referral
mode. If, however, it is not set, the"DSA cap choose
whether to use chaining or referral dependirlg on its
capabilities.

b) timeLimit: A DSA fieeds to take accounft of this
service control to euSure that the time limft is not
exceeded in that DSA: “A DSA requested to pgrform an
operation by a DUA, initially heeds the timeLimit
expressed by the. DUA as the available elapseql time in
seconds for completion of the operation. If chaining is
required,\the timeLimit is included in the ¢haining
argumeng'to be passed to the next DSA(s). In|this case
the, same value of the limit is used for each| chained
request, and is the (UTC) time by which the ¢peration
shall complete to meet the originally gpecified
constraint. On receiving ChainingArguments with a
timeLimit specified, the receiving DSA respects this
limit.

¢) sizeLimit: A DSA needs to take account of this
service control to ensure that the list of results(does not
exceed the size specified. The limit, as includpd in the
common argument of the original request, is gonveyed
unchanged as the request is chained/multicast. If request
decomposition is required, the same value is in¢luded in
the argument to be passed to the next DSA: that is, the
full limit is used for each subrequest. When the results
are returned the requestor DSA resolves the [multiple
results and applies the limit to the total to enkure that
only the requested number are returned. If the limit had
been exceeded, this is indicated in the reply.

d) Priority: In all modes of propagation, eacli DSA is
responsible for ensuring that the procegsing of
operations is ordered so as to support this servige control
if present.

¢) localScope: The operation is limited to a locally
efined scope and cannot be propagated by any of the
modes.

f) scopeOfReferral: if the DSA returns a referral, or
partial result to a List or Search operation, then the
embedded ContinuationReferences shall be within the
requested scope.

All other service controls need to be respected, but their

use does not require any special consideration in the

distributed environment.
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17.4.5 Extensions

17.4.5.1 If a DSA encounters an extended abstract- -

operation in the name resolution phase of processing and
determines that the abstract-operation should be chained to
one or more DSAs, it shall include unchanged in the
chained abstract-operation any extensions present.

Note — An Administrative Authority may determine that it is
appropriate to return a serv:ceError with problem
unwillipgToPe C w Tt eTIST

17.4.5.2 - If a DSA encounters an extension in the
execution phase of processing, two possibilities may arise.
If the jextension is not critical, the DSA shall ignore the
extensjon. If the extension is critical, the DSA shall return
a serviceError with problem
unavdilableCriticalExtension. A critical extension to a
multiple object operation may result in both results and
servicg errors of this variety. A DSA merging such results
and erfors shall discard these service errors and employ the
unavjailableCriticalExtension component of
PartialOutcomeQualifier as described in 10.1.1 of
ISO/IBC 9594~-3].

17.4.6| Alias Dereferencing

Alias dlereferencing is the process of creating a new target
object| name, by replacing the alias entry distinguished
nanme |part of the original target object name with the
AliasedObjectName attribute value from the alias entry.
The o :ject name in the operation is not affected by alias
dereferencing.

175 |[Authentication of Distributed
Openjations '

Users| of the Directory together with administrative

authorjities that provide directory seryices may, at their

discretion, require that dirgctory operations be
autherjticated. For any particular.directory operation the
nature|of the authentication @rocess will depend upon the
securify policy in force.

Two sets of authentication procedures are available which
collectively enable '@ tange of authentication requirements
to be met. One set of procedures are those provided by
Bind: these facilitate authentication between two directory
applicption-entities for the purposes of establishing an
associfition. The Bind procedures accommodate a range of

ISO/IEC 9594-4 : 1990(E)

authentication services which address the authentication,
by an initiator, of any results that are returned.

For originator authentication two procedures are defined,
one based upon a simple exchange of identities, termed
identity based authentication, and one based upon digital
signature techniques, termed signature based
authentication. The former of these procedures is
rudxmentary in nature smce the 1dent1ty exchanoe is based
sw-which are

transmxtted in the clear

For authentication of results alsingle| results
authentication procedure is definedy based upon digital
signature techniques; due to the gederally complex nature
of results collation a simpleridentity-based pyocedure is
not defined.

Authentication of error.1esponses is not supportgd by these
procedures.

The services‘described below are to be corsidered as
augmenting ‘those provided by the Bind seryice; Bind
procedures, are assumed to have been effected spccessfully
prioro authentication of directory operations.

The procedures to be effected by a DSA ir providing
originator and results authentication are specifigd in 18.9.

18 DSA Behavior
18.1 Introduction

Corresponding to each operation invoked by a requestor
(e.g., DUA or DSA) the performing DSA shall behave in
accordance with well-defined procedures $o that an
appropriate response will be returned deternjinistically.
This clause specifies the allowed behavior by modelling a
DSA in terms of processes implementing g particular
collection of procedures. It it is'important to rdalize that a
DSA need conform only to the externally visible behavior
implied by these procedures, and not to the procedures
themselves.

18.2 Overview of the DSA Behavior

The behavior of the distributed Directory as a whole is the
sum of the behavior of its cooperating DSAY. Each of

authentication exchanges from a simple exchange of
identities to strong authentication.

In addition to the peer entity authentication of an
association as provided by Bind, additional procedures are
defined within the directory to enable individual operations
to be authenticated. Two distinct sets of directory
authentication procedures are defined. One facilitates
originator authentication services, which address the
authentication, by a DSA, of the initiator of the original
service request. The second set facilitate results

h DA I : q
these—PDoAS—can—be—vewed—as—a—pProcess; supported

internally by a set of procedures.

Figure 6 illustrates the internal view of the DSA behavior.

‘The Operation Dispatcher is the main controlling

procedure in a DSA. It guides each operation through the
three phases of processing described in 17.2.

The procedures which support the Operation Dispatcher
are: Name Resolution, Find Naming Context, Local Name
Resolution, Evaluation, Single Object Evaluation, Multiple

19
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Object Evaluation, and Result Merging. The relationships

among these procedures are shown graphically in figure 6.

DSA

Operation Dispatcher

Name Resolution

Evaluation

Results Merging

Find
Naming

£4\_Context

18.2.1

Upon i
Dispatc
errors.

returns

indicati
Chain o
Evaluat
intende
results 4
of error

The Operation Dispatcher

hitially receiving an operation, the Operation
her validates it, checking forloop or authentication
If none is found, it calls-Name Resolution, which
either a Found indication;-a Reference, or an error
bn. References are-handled by a referral or by a
r Multicast action; Found indications by calling the
ion procedure)~which actually performs the
 operation. \‘Once returned, internal or external
re collated by Results Merging, and, in the absence
5, returned to the calling DUA or DSA. '

18.2.2

Naime Resolution

Figure© -~ DSA Behavior - Internal View

18.2.3 Find Naming Context

Find Naming Context attempts to match the Purported
Name against Context Prefixes. If none matdhes, then
Find Naming Context attempts to identify a|cross or
superior reference. If a context prefix is matched, Find

Naming Context returns a
downwards in the DIT, or an indication that
naming context was found locally,
NameResolutionPhase to "proceeding”.

cross reference

and

relating
h suitable
sets

Name Resolution calls Find Naming Context.

If the

returned context is local, then Local Name resolution is
called, otherwise Name Resolution returns a reference and
terminates. If Local Name Resolution encounters an alias,

it is de

referenced (if permitted) and Name Resolution

repeats the analysis from the beginning. Otherwise Local
Name Resolution returns a Found indication, an Error or a
Referral, which is passed back to the Operation
Dispatcher.
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18.2.4 Local Name Resolution

The Local Name Resolution procedure attempts to match
RDNs in the Purported Name internally until it can return
a Found indication.. If unable to match all RDNs
internally, it attempts to identify first specific, then non-
specific subordinate references, and return these to Name
Resolution. If an alias is encountered, and dereferencing is
allowed by the service controls, a dereferenced alias
indication is returned. If deferencing is not allowed, a
Foumd—rdication . )

matghed at the time the alias was encountered, otherwise a
nameError is returned.

18.2l5 Evaluation

The|Evaluation procedure actually executes the requested
Directory operation against the target object. Depending
on the type of operation, Single Object Evaluation or
Multiple Object Evaluation is invoked.

18.2l6 Single Object Evaluation

Single object evaluation is invoked for Read, Compare,
Add| Entry, Remove Entry, Modify Entry, and Modify
RDN. It is in this procedure that attributes are actually
retripved, checked, or changed. ,

18.27 Multiple Object Evaluation

The|Multiple Object Evaluation procedure is invoked for
the Bearch and List operations to check filters, retrieve
results, and if necessary, dispatch subrequests.

18.2.8 Result Merging

The[Results Merging procedure collates results_or errors
recefved from other DSAs with locally retrieved resuits.

18

The|operations fall into three categories of operations (in
eacl) case the operation and its_Chained counterpart are
botl in the same category).

3 Specific Operations

a)| Single-Object Operations:Read, Compare,
AddEntry, ModifyEntry, ModifyRDN,
RemoveEntty

b)] Multiple-Object Operations: List, Search

c) Abandon Operation, i.e., Abandon

ISO/IEC 9594-4 = 1990(E)

within the DSA which contains the entry on which the
operation is to be performed. Such operations can be
commonly described by the following sequence of events:

1) Activate the Operation Dispatcher.

2) Perform Name Resolution to locate the object
whose name was specified as the argument of the
operation.

ocedure.

4) Service controls, such as time Aimit, should be
checked during the course of)the ppperation to
enforce the constraints specified by the user.

5) Return the results to the’ DUA or|DSA which
. forwarded the request:

18.3.2 Multiple-Object Operations

Multiple-object operfations are those which affect several
entries which may\or may not be co-located in the same
DSA. Such operations may thus entail a cooperative effort
by several DSAS to locate and operate on 41l the entries
affected by ‘the requested operation. The common
behaviorof such operations can be summarized as follows:

Iy “Activate the Operation Dispatcher.

2) Perform the Name Resolution procedyres to locate
the object whose name was specjfied as the
argument of operation.

3) Once the target object of the operatjon has been
located, perform the multiple-objedt evaluation
procedures.

4) If request decomposition has taken place in one of
the multiple-object evaluation procedures and
subrequests have been chained/multicasted, the
Operation Dispatcher maintains the fcurrent local
results, waits for chained operations r¢sponses, and
activates Results Merging.

5) Service Controls such as time limjt, size limit
should be checked during the cqurse of the
operation to remain within the constrgints specified
in the common argument.

6) Return the results or errors to the DUA or DSA
which forwarded the request.

18.3.3 Abandon Operation

On receipt of an Abandon operation, a DSA determines

The handling of these categories are described in 18.3.1
through 18.3.3 respectively. Since there is considerable
similarity between the way that a DSA behaves in
performing an operation of a service-port and in
performing its counterpart chained operation of a chained-
service-port, there is a single description applying to both,
with exceptions to this rule being noted.

18.3.1 Single-Object Operations

Single-object operations are those which affect a single
entry, and which therefore can be carried out entirely

WHeTheT it can avandon 1he specitied operation, and, if so,
abandons it and returns a result (the operation that was
abandoned returns an Abandoned error). If it cannot
abandon the specified operation, it returns an
AbandonFailed error.

The following specifies the procedure specific to the

abandon operation.
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1) Locate the operation whose invoke identifier is
specified as the argument of the Abandon
operation.

2) Optionally compose request(s) with the proper
invoke-id to abandon any outstanding
chained/multicast operations to other DSAs.

3) Optionally, the abandon operation is performed
locally as defined in ISO/IEC 9594-3].

18.4.2.3 Tracelnformation

Tracelnformation is always updated with the state it
arrived to the DSA in, before including it in the
ChainingArguments. That is not explicitly stated in the
text below.

18.4.3 Arguments

ChainingArguments for the particular operation.

4) Refiurn result or error to the DUA or DSA which
fonwarded the request.

18.4 Operation Dispatcher
18.4.1 [Introduction

The Operation Dispatcher utilizes the Name Resolution
described in 18.6 of this part of the ISO/IEC 9594] and all
the interpctions (i.e., DSA to DSA or DUA to DSA)
necessary to locate target entries in a distributed directory
environment. Figure 7 shows a detailed diagram describing
tion Dispatcher. The algorithm is summarized

mplicit Actions
18.4.2.1 $ecurity

It should [be noted that although the checking of signatures
is not explicitly included in this algorithm, this action is
always the first step when a signed operation, result or
error arriyes to the DSA.

Note — This does not include embedded signatures.

Should tHe signature be invalid, or absent in a case when it
should be present, a SecurityError is returned. All

the ServiceControls are not explicitly
, they are respected. For example, the checking
eLimit of‘an arriving operation and the checking
it before sending a result are regarded as
. These are discussed in 17.4.4.

18.44 Results
ChainingResults for the particular operationy

18.4.5 Errors
Any error-defined in ISO/IEC 9594-—4].

18.4.6 Algorithm

1) Receive operation:

If the operation originates from another DSA it will
compris€) ChainingArguments, incjuding:
operationProgress, aliasDereferenced, gliased-
RDNs, targetObject Name and tracelnformation as
wéll as the parameters contained in the [original
operation.

If the operation originates from a DUA it|will not
contain the aliasDereferenced indicatipn: thus
adopt the value of FALSE. The argument 3(50 does

not include any Tracelnformation, so o loop
checking needs to be performed. Set targetObject
Name to the name of the target object|for the
operation (see 17.2). Other chaining argunjents are
set according to the parameters in the DAP
operation. originator is set to the name of the user.

2)  If the operation came from a DSA, check the trace
information for loops (activate Loop Detectjon). If a
loop is detected, return ServiceError| with a
problem of loopDetected and termirate the
processing.

3) Perform security checks to the operation
(originating either from a DUA or a DSA)J If there
is a violation, a SecurityError is r¢turned.
Otherwise, set operationProgress and
aliasDereferenced according to the operation

22
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from another DSA
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>

operation invoked
by other DSA

detected "loop detected”
security error )
set operationProgress,
aliasDeferenced service efror
i Results from operation argument "unable to proceed"
i fi
Merglng or by default unable to
proceed
Name Resolution Procedure service efror
results/ 1 "invalid referpnce”
errors \ invalid
- reference
, : Find NamingContext |
::,.dereferenced . Procedure y
. — ame efror
Evaluation 10GaING - - "no such opject"
found -
oo | e : Fow
i Local NameResolution
no ¢haining P >
rocedure Name erfor
(partTaI result) Entry held "alias problem"
5 ) locally g . '~'"{'f{'!I'I-I-Z-I'I{'Z-I'
| Intee t;';:n:i?: e Subordinate Superior
Mode Reference Reference Name erfor
+ Non-specific Cross “alias derefeiencing
Subordinate Reference —> problem”
Chaining/ Update Trace Reference
Multicasting Infermation ' Y *

loop
'sefvice error ‘

Check Trace

service err(

r

\lopp detected"

Chaining/
Multicasting

Determine

Chain/Multicast to
the DSAs which

were referenced

Interaction Mode

Referrals

Refer the requestor \

to the DSA(s) which
were referenced

Cldie >

Figure 7 — Operation Dispatcher
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4)

5)

6)

7

8)

24

Perform the Name Resolution Procedure.

The Name Resolution Procedure will return a found
indication, a remote reference, or an error
indication.

One of the following errors may be raised:

ServiceError ("unableToProceed”) — if a DSA
determines that it was forwarded an operation

9)

provide knowledge, then the context prefix in the referral
can be set.

If the chaining mode of interaction has been
selected, the operation is forwarded to the DSA
specified in the reference. In the case of a non-
specific subordinate reference, the operation shall
be forwarded to each DSA whose name was
attained as part of a non-specific subordinate
reference. Such forwarding may be accomplished

pettaining to information which it does not hold.

SefviceError ("invalidReference") — if a DSA
determines that an invalid knowledge reference was
usdd.

NameError ("noSuchObject") — if the purported
name specified in the operation request is
determined to be invalid.

NameError (“aliasProblem”) — if an alias has
beg¢n dereferenced which names no object.

NameError ("aliasDereferencingProblem™) — if
an|alias was encountered in a situation where it is
nof allowed.

On receipt of any one of these errors, the Operation
Digpatcher terminates and an error is returned to the
DYA or DUA which originated the distributed
opegration. :

If Found is returned, activate the Evaluatién
Prgcedure.

If [a remote reference is returned (whether from
Name Resolution or Evaluation) it may. be any one
of [the following: a cross reference;a subordinate
reference, a superior reference\or a non-specific
subordinate reference.

If 4ny such reference is'returned it signifies that the
Ngme Resolution~¢r/ Evaluation can not be
completed in this"DSA, but shall involve the DSA
idgntified in the;reference.

The Operation Dispatcher then checks for referral or
chaining mode.

10)

~ of tracelnformation, and-send the operations.

11)

18.5

") 1 Tes - 1 i all tead
THNCT Oy IUItICastm g —or-—oy ov\.luvutlauy ».hammg

the operation.

Perform Loop Avoidance for each ‘opératign to be
sent, If the avoidance turns out to/bé not applicable
or no loop is detected, Vassign values to
ChainingArguments, incl0ding an updated|version

If no operations\wefe sent (because of [looping
problems), retufn'a ServiceError ( with problem of
loopDetected))and terminate the processing of this
operation,

Note= If the decomposed operation was aborted because
of Toop avoidance in this step ,it is a local matter) whether
to return a partial result or to abort the whole gperation
and return a error. If the latter is chosen, thg¢n return
ServiceError withloopDetected and terminate procgssing.

Wait for the responses then perform the |Results
Merging procedure.

Looping

Within the context of a particular directory ope
loop occurs if at any time the operation retus
previous state (as defined in 17.4.2). This does n
that an operation cannot be processed multiple tin
particular DSA. However, it does mean that the I
not process the same operation in the same state
times.

Looping is managed using the traceInformation a
as defined in 12.6. Two strategies are defined to dg
loops: loop detection and loop avoidance, desc
18.5.1 and 18.5.2 respectively.

18.5.1 Loop Detection

ration a
ns to a
ot mean
hes by a
SA will
multiple

reument
ttermine
ribed in

ving an

Loop detection requires that a DSA, when rece

If the referral mode of interaction has been selected,
then subject to scopeOfReferral, cither the
information contained in the returned reference will
be returned to the originating DUA or DSA as a
referral, or outOfScope ServiceError will be
returned. The processing of this operation will then
terminate.

Note — If returnCrossRefs is true and reference is not a
non-specific subordinate reference or superior reference
and, in addition, the administrative authority is willing to

incoming operation, determines whether the current state
of the operation appears in the sequence of previous states
recorded in the tracelnformation argument for that

operation.

If it does, the operation is looping and a

ServiceError ( with problem of loopDetected) is returned.
Otherwise the DSA continues processing the operation

according to the procedures specified in 18.4.
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18.5.2 Loop Avoidance

Loop

avoidance requires that a DSA, immediately prior to

forwarding an operation to another DSA (as part of a
chaining, multicasting, or request decomposition
procedure), determines whether the consequential state of
the operation (if known) appears on the sequence of
previous states recorded in the trace-information argument
for the original incoming operation. The consequential

state

is the value of the Traceltem that will be added to

Trace|nformation bv the receiving DSA

ISO/IEC 9594-4 : 1990(E)

Resolution procedure is reactivated with the new target
object name.
18.6.1 Arguments
The procedure makes use of the following arguments:
» the target object name (the purported name);
e operation progress;

o the value of the dontDereferenceAliases service

In the|event that the original incoming operation was to a
servicg-port (rather than a chained-service-port) there will
be noftrace information and the loop avoidance procedure
will npt be relevant.

If the|consequential state of the operation is known and
does gppear within the tracelnformation, the operation, if
invoked, would cause a loop. Under this circumstance the
appropriate response to the original operation is a

Servi

18.6
This

¢ceError ( with problem of loopDetected).

Name Resolution Procedure

clause describes in detail the Name Resolution

proceglure, its input and output parameters, and its possible

error

conditions. Figure 7 shows the overall procedure in

the fgrm of a diagram. The Name Resolution procedure
calls two component procedures:

1)
2)

Find Naming Context (Figure 8)
Local Name Resolution (Figure 9)

The Name Resolution procedure conveys back to the
Opergtion Dispatcher the results of the above mentioned

comp

bnent procedures, except in the following two cases.

The first one is when the Find Naming, Context procedure
identifies a suitable context which-has to be further

exam

ined, and returns the local .haming context. The

seconld case is when the Local Name Resolution procedure
indicgtes that it has dereferenced an alias. In the former

case,

he Name Resolutionprocedure calls the Local Name

Resolution procedure. ““In the latter case, the Name

control;
» the value of the aliasedRDNSs parameter]

» the value of the aliasDereferenced parameter.

18.6.2 . Results

There are two cases of successful outcome.

The first of these returiis:
» areference;
»  operation progress (updated appropriately);
+ aliasDereferenced indication and, |optionally,
aliasedRDNs. :
The ‘second of these returns:

+ an indication that the naming context| was found
(together with the local pointer to the enjry);

e operation progress (updated appropriately);
¢ alias dereferenced indication and, [optionally,
aliasedRDNs.
18.6.3 Errors
One of the following errors may be returned:
+ - ServiceError (unableToProceed;
e ServiceError (invalidReference);

« NamError (aliasProblem, noSuchPbject, or
aliasDereferencingProblem).
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Figure 8 — Find Naming Context
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18.6.4 Procedure
1) Activate the Find Naming Context procedure

2) Wait for response from Find Naming Context
procedure.

3) Receive returned results or error, i.e., Local Narhing
Context Found, Remote Reference, Unable to
Proceed Error, Name Error, or Invalid Reference.

18.6.5.5 Procedure

1) If nameResolutionPhase is set to completed on
entry, attempt to match the purported name against
the context prefixes of the superior naming contexts
of ail the locally held naming contexts. If a match is
found, return ail the appropriate locally held naming
contexts. If no match is found, return an
invalidReference ServiceError.

rm functions based on returned results or error.

the local naming context has been found,
ctivate the Local Name Resolution procedure.
his procedure may return an Internal Reference
ound, a Remote Reference, an Alias
ereference, or a NameError. Each of these
auses the Name Resolution to be terminated with
the outcome reported, except that if an alias has
een dereferenced, the procedure is restarted at

ep 1).

ny other outcome is passed back to the
peration Dispatcher.

b)

18.6.5 JFind Naming Context Procedure
18.6.5.1 Introduction
Figure 8 phows this procedure in the form of a diagram.
Below is & textual description. In this it is assumed that the
current vhlue of Operation Progress is always returned
upon exitjof the procedure.
18.6.5.2 Arguments
The procgdure makes use of the following arguments:

- theftarget object name (the purported name);

s opdration progress.

18.6.5.3 Results

There areftwo cases of successful.outcome.

The first ¢f these returns:
e a rIference;

«  opgration progress (updated appropriately).

The secorjd'of these returns:

2y If mameResoiationPiase s ot ser 1o completed,
attempt to match context prefixes againsta.s¢quence
of 1 or more RDNs in the initial portion of the
purported name. For a match to be found, a]l RDNs
in a context prefix shall be matched. The|context
prefixes used are those of Naming Cont¢xts for
which this DSA has administrative authority]In case
of multiple matches the-One with the mgximum
number of matched RDNS is chosen.

If a match is found,)execute (3).
If a match js‘not found, execute (35).

3) If nameResolutionPhase is not started, exequte (4).
If the number of RDNs in the initial portiop of the
purported name, matched as described in (2) above,
is greater or equal to the nextRDNToBeRepolved
component of operationProgress, then exequte (4),
otherwise execute (9).

4) The nextRDNToBeResolved is set to the number of
matched RDNs plus 1 and| the
nameResolutionPhase is set to proceeding. The
context is returned and this procedure termingted. As
a performance enhancement, the DSA may ogtionally
match the purported name against th¢ cross
references held by the DSA. If more RIPNs are
matched against a cross reference than agafinst the
locally held context prefixes, then execute step (7).

Note - The Name Resolution procedure will in casg of this
outcome call the Local Name Resolution.

5) If no match was found, the value [of the
nameResolutionPhase is checked.| If the
nameResolutionPhase is notstarted, execute (6).

If the nameResolutionPhase is proceeding or
completed, then execute (9).

« an indication that a suitable naming context was
found locally;

» operation progress (updated appropriately).

18.6.5.4 Errors
One of the following errors may be returned:
s service error ("unable to proceed”);

« service error ("invalid reference").

28

6) Using Cross Reference context prefixes, attempt to
match against a sequence of 1 or more RDNs in the
initial portion of the purported name. In case of
multiple matches, the one with the maximum number
of matched RDNs is chosen.

7) If a match was found to a cross reference, set the
nextRDNToBeResolved to the number of RDNs in
the chosen cross reference. The cross reference is
returned and this procedure is terminated.
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8) If no match was found to a cross reference, determine 18.6.6.3 Results
if the DSA is a first level DSA. If not, it will have a There are three cases of successful out
superior reference. Return this and terminate the e Tee § of successiul otcome.
rocedure.
P , The first of these returns:
If the DSA is a first level DSA, set »  areference;
nextRDNToBeResolved to one, and . , d ,
nameResolutionPhase to proceeding. Return the *  operation progiess (updated appropriately).
root naming context and terminate the procedure.
The second -of these returns:
9) (heck the value of the referenceType component of + an indication that the entry was found logally;
the ChainingArguments. If a non-specific . \
subordinate reference was used, or the request came *  operation progress (updated appropriately).
from a DUA, execute (10); otherwise, return )
ServiceError with invalidReference problem and The third of these returns:
tprminate the procedure. « anindication that an alids)was dereferended;
10) Compare the initial portion of the purported name to +  operation progress\(set back to notStartad).
. the context prefixes (minus their last RDN) of the
lbcally held naming contexts. This effectively is a 18.6.6.4 Errors
fzr;gggstgg:ge:% r:lfocztfli;hle)sngmmg contexts of the One of the following errors may be returned:
e NameError.
there is no match, return ServiceError with
ihvalidReference and terminate the procedure. 18.6:6.5 Procedure
. , The naming context returned by Find Naming Context will
a mat.ch 1 foun'd, and the number of RDNs point to the entry of the root of the subtree. In| the case of
thatched is less than in nextRDNToBeResolved - 1, the root context. the entry is only a null ent
eturn ServiceError with invalidReference; 2 Yy y 24
qtherwise, return ServiceError with . . .
UnableToProceed, Terminate the procedure 1) If the internal reference is for an alias enjry, execute
) ) step (7), otherwise step (2).
18.6.6) Local Name Resolution .
8.6. u 2) If all the RDNs in the purported name have been
. purp
18.6.6{1 Introduction matched, then the target entry has been|found. Set
. . nameResolutionPhase to completed. An internal
The Local Name Resolution matches RDNs in the . . .

L I th .
purported name against internal knowledge references. It pointer is returned and the procedure terfninated
returnp Found, Remote Reference, Alias Dereferenced, or .

Error ’n dication ele fen Otherwise step (3) should be executed.

. . ; y . Note - The matching could be attained with the context
Figurg _9 shows this prgcgdure in the form of a diagram. prefix on its own, or with the context|prefix plus
Below is a textual description. successive RDNs contained in internal refefences in the

knowledge tree.
18.6.6.2 Arguments
The pfocedure thakes use of the following arguments: 3) If an internal reference entry is found supordinate to
the current entry in the knowledge [tree which
+ |internalreference to namjng context (with pointer to matches the next RDN in the purported|name, then
the.entry whose name is the same as the context increment the nextRDNToBeResolved,|set current
Lorefix); ‘ entry-to-suberdinate-entry—and-exeeute step (1) of
» the target object name (the purported name); this procedure again.
e operation progress; 4) If the current entry has a subordinate reference
« the value of the dontDereferenceAliases service whose RDN matches the next one in the purported
control: name, return it and terminate the procedure.
e the value of the aliasedRDNs parameter; 5) If there are any non-specific subordinate references

the value of the aliasDereferenced parameter.

subordinate to the current entry in the knowledge
tree, return them as references and terminate the
procedure.
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6)

7

8)

9

30

10.

If an internal reference, subordinate reference, or
non-specific subordinate reference is not found,
then check the number of RDNs in the purported
name that have been matched. If more RDNs have
been matched than in the aliasedRDNs component
of ChainingArguments, then return NameError
with noSuchObject problem. If less RDNs have
been matched, the return NameError with
aliasProblem.

18.7 Object Evaluation Procedures

The object evaluation procedures specified comprise two

categories of procedures:
a) single-object evaluation procedures;

b) multiple-object evaluation procedures.

Figure 10 shows the object evaluation procedures.

If the number of RDNs in the purported name that
have been matched is less than or equal to the
aligsedRDNs component of ChainingArguments
(if | any), then the previous alias that was
dergferenced (if any) points to another alias. If so,
return NameError with
aligsDereferencingProblem.

number of RDNs matched is greater than
aligsedRDNs component of ChainingArguments,
then check the dontDereferenceAlias service
cortrol. If aliases can be dereferenced, execute step
(9)] other wise step (10).

If tj;e aliasedRDNs component is missing, or if the

Degeference the alias. Set nameResolutionPhase
of pperationProgress to notStarted. Set
allasDereferenced component of
ChainingArguments to TRUE, and aliasedRDNs to
the|number of RDNs in the aliasedObjectName
attrjbute of the alias entry. Set targetObject to the
new name. Terminate the procedure. (The process
of Name Resolution will be restarted.)

If 411 the RDNs in the purported name have-been
majched, execute step (2). Otherwise, return
NameError with aliasDereferencingRroblem.

18.7.1 Single-Object Evaluation Procedures

Single-object evaluation procedures, which,are)conjmon to

the class of operations concerned with accessing

h single

object are carried out directly, with the result or err¢r being

returned to the invoker.

These operations comprise Read; Compare, Add

Entry,

RemoveEntry, ModifyEntry and ModifyRDN, and their

Distributed counterparts.

The action required -en the entry is as describeg
appropriate clause of ISO/IEC 9594-3].

AddEntry;. RemoveEntry and ModifyRDN ops
affect knowledge. If the immediate superior of the
in a different DSA, correct external knowledge ref]
shall\be maintained. How this is done is outside th
of‘this part of ISO/IEC 9594].

How a DSA is chosen to contain the entry cre
AddEntry is outside the scope of this p
ISO/IEC 9594].

If the immediate superior of an entry to be cre
AddEntry or modified by ModifyRDN has non-s
subordinate references, procedures outside the s
this standard shall be followed to ensure that
entries have the same distinguished name.

Requests which cannot be satisfied under these co
shall fail with an UpdateError with pi
affectsMultipleDSAs.

| in the

erations
entry is
erences
E scope

ited by
art of

hted by
pecific
tope of
no two

nditions ’

oblem



https://standardsiso.com/api/?name=9bb05bd6e10a3ad291b9bfc87bde0eea

ISO/IEC 9594-4 : 1990(E)

——yes

Y

Perform the
operation by accessing
local DIB fragment

return resuit
or error

Perform the operation
by accessing
local DIB fragment and possibly
by invoking operations
of other DSAs

'

Merge the results
and/or errors
{(some combination ofexternal
and local information)

return result
or error

18.7.2 Multiple-Object Evaluation Procedures

Multiple-object evaluation‘procedures, which are common
to the class of operations concerned with accessing
multiple objects, are’specified in the following subclauses.

Thesq operations comprise List and Search, and their
Distriputéd.counterparts.

Figure 10 —.Evaluation and Result Merging

performing Name Resolution finds that it holds the base
object.

The base object will be denoted by "e".

1) Get each locally held immediate subordinate of e to
form a local set of results. Set aliasEntry and
fromEntry in ListResuit as appropriate.

18.7.2.1 List

This subclause specifies the evaluation procedure specific
to List and ChainedList. (In what follows the term "List"
applies to both).

18.7.2.1.1 List Procedure (I)

This procedure applies where the List request has

nameResolutionPhase component of operationProgress
set to notStarted or proceeding and where the DSA, after

2) Get the set of non-specific subordinate references and
subordinate references to DSAs which hold
immediate subordinates of "e".

3) Pass the subrequest with base object = e, and
operationProgress set to completed, to the
Operation Dispatcher which subsequently forwards it
to each DSA which holds immediate subordinates of
e.
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Note: If the DSA holds subordinate references with an
indication of whether or not the subordinate entry are
aliases, and the dontUseCopy is FALSE, then this step can be
omitted for those entries. The information about the
subordinates is available directly.

18.7.2.1.2  List Procedure (II)

This procedure applies to a List request with the

Apply the filter arguments to E to give a
filtered subset E of E; return this set E of local
results for Results Merging.

3) Other subordinates of e may reside in other
DSAs, and if so will be referenced as
subordinate or non-specific subordinate
references. For each DSA which is so
referenced, prepare a new Search with

nameRes j
set to completed..

The base opject will be denoted by "e".

1) Get epch locally held immediate subordinate of e to
form|a local set of results. Set aliasEntry and
fromEntry in ListResult as appropriate.

2) Pass fhe results to the Operation Dispatcher which
forwgrds them to the requesting DUA or DSA.

18.7.2.2 Search

This subclause specifies the evaluation procedure specific
to Search and ChainedSearch. (In what follows the term
"Search” applies to both).

Note that two circumstances exist, requiring two separate
procedures, The first procedure (18.7.2.2.1) applies when
the DSA executing the Search contains the targetObject
as a local entry. The second procedure (18.7.2.2.2) applies
when the DSA executing the Search does not hold the
targetObject, but only subordinates of the targetObject,
18.7.2.2.1 Search Procedure (I)

This procgdure applies to a Search request with the
nameResgdlutionPhase component of operationProgress
set to notStarted or proceeding, and where'the DSA, after
performing Name Resolution, determines that it holds the
targetObijgct.

" n

The targetQbject will be deneted by "e

1) |If the subset-argument is baseObject or
wholeSubtree, then apply the filter argument
specified in the Search to the entry e, to form a
set/0f(local results. Return the results, for
Results Merging. If the subset argument is

targetrtobject = ¢, and | with
nameResolutionPhase of operationPrggress
set to completed. Return €ach $earch
subrequest to the Operation Dispatciier for
forwarding. If any error resultds returnefd from
a subrequest, it is ignored,\as if no subfequest
had been sent.

4) If the subset argument is oneLevel, the pearch
is now complete.so terminate the procedure.

If the subset argument is wholeSubtree, then :

if the set E from paragraph (2) is ¢mpty,
then the whole subtree held in this DSA has
been searched, so terminate the proceflure;

otherwise continue processing as follows:
let each entry that was in set E be dgnoted
by e. Repeat the Search procedure from
paragraph (2), for each entry e.

5) If aliases are to be dereferenced, any alias
entries found in step (2) are placed in|set D.
For each entry d in D, dereference the alips, and
formulate a new  Search Iwith
nameResolutionPhase set to notStarted, and
targetObject created from| the
aliasedObjectName attribute and the old
targetObject name.

If the subset argument was oneLevel, sgt it to
baseObject in the new subrequest, otherwise
set it to wholeSubtree.

If any error result is returned from the
subrequest, it is ignored, as if no subrequest had
been made.

18.7.2.2.2

» eI >
continue at (2).

2) 1If the subset argument is oneLevel or
WholeSubtree, form a set E from the locally-
held immediate subordinates of e, except that:

If aliases are to be dereferenced, i.e. the
searchAliases parameter is TRUE, then any
alias entries that are found are handled in
paragraph (5) below, and do not contribute
to these results.
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Search Procedure (ID)

This procedure applies to a Search request with the
nameResolutionPhase component of
OperationProgress set to completed.

The targetObject will be denoted by "e".

For each locally held immediate subordinate e' of e,
formulate a new request with targetObject = ¢'. If the
subset argument was oneLevel, set it to baseObject,
otherwise leave it as wholeSubtree. Now carry out the
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procedure defined in steps (1) to (5) in 18.7.2.2.1. If there
are no such subordinates, return unableToProceed
ServiceError.

18.8

Result Merging Procedure

This procedure is called when external results and/or errors
are present. There might also be one internal result. All
results and errors is assumed to be held within the DSA
until the procedure completes.
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189 Procedures
Authentication

for Distributed

This clause specifies the procedures necessary to support
the directory distributed authentication services. These
services, and hence the procedures, are categorized as:

e originator authentication, which is supported in
either an unprotected (simple identity based) or

secure {based upon digital signatures) form; and

bxternal information could be due to chaining,
asting or request decomposition.

case of chaining there will be a single result or error.
case of multicasting there might be either no result,
esult, or several identical results. In addition there
e some errors. If there is more than one result, all but
f them are arbitrarily discarded. A result is always
ed in preference to an error. If there are no results,
or is returned, with the following exceptions:

f invalidReference was returned, the reference is
bd as such, and the DSA may either use an
priate alternative external reference to continue the
it,.or return ditError to the requestor. (The handling
alid external references is beyond the scope of this
hrd);

n the case of multicasting, unableToProceed errors
be ignored, unless all responses are of this type, in
case NameError noSuchObject shall be returned to
questor. If at least one result is returned, then all
shall be ignored;

in the case of referrals, these-need not be treated as
and may be acted upon.

merging is required due to a fequest decomposition,
brging amounts to forming the/union of the results.

case of decomposition,/when there are both results
rors to be merged, avincomplete result is returned to
questor.

A might af this stage choose to extract referrals from
coming results and errors that should be merged. It
then decide to explore all or some of these further,

18.9.1 Originator Authentication
18.9.1.1 Identity Based Authentication

The identity based authentication service enab

results authentication which is similarl]
(again based upon digital signatures)’

y protected

es DSAs to

authenticate the originalrequestor of information for the

purpose of effecting lecalaccess controls. DS
to exploit this serviceshall adopt the following

18.9.1.2 Signature-Based Originator Authen

This signature-based originator authenticat

for a DSArtequiring to authenticate a D
the DSA “acquires the distinguished n
requestor through the Bind procedures 4
DUA association (DUA to DSA) is
Successful conclusion of these procedu
in any way prejudice the level of authen
may subsequently be required for
operations using that association.

the DSA with which the DUA associ
shall insert the requestor's distinguished
initiator field of the ChainingArgum¢
subsequent chained operations to other Jj

a DSA, on receiving a chained oper]
satisfy that operation, or not, dependiy
determination of access rights (a locg
mechanism). If the outcome is not sa
SecurityError may be return
SecurityProblem set to insufficientAc

As wishing
procedure:

AP request,
ame of the
t the time a
established.
es does not
lication that
processing

htion exists
name in the
it for all
DSAS.

ation, may
1g upon the
lly defined
tisfactory a
ed with
ssRights.

lication

fon service

enables a DSA to authenticate (in a secure fnanner) the

originator of a particular service request. The p|
be effected by a DSA in realizing this service a
in this clause,

The signature-based authentication service is i
DUA using the SIGNED variant of an option

rocedures to
re described

hvoked by a

ally-signed

in which-case operations are chained. The old result will
have i ultsorerrors

produ

The h

ced by the chaining.

andling of signatures which may be present with the

results being returned is specified in 18.9.2 below.

service request.
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A DSA, on receiving a signed request from another DSA,
shall remove that DSA's signature prior to processing the
operation. Assuming the result of any signature
verification proves to be satisfactory, the DSA will
continue to progress the operation. If, during processing,
the DSA requires to perform chaining, multicasting or
request decomposition, the argument set for each
associated chained operation shall be constructed as
follows:

- thf OTTIS (1 which may
optionally signed; the argument set comprises the
inpoming signed argument set together with a
medified ChainingArguments;

In the evpnt that the DSA is able to contribute information
to the reponse, originator authentication, based upon the
signed sgrvice request, may be used for the determination
of access|rights to that information.

If a DSA receives an unsigned service request for
information which will only be released subject to
originator authentication, a SecurityError will be returned
with SecurityProblem set to protectionRequired.

18.9.2 esults Authentication

This service is provided to enable requestors of directory
operations (either DUAs or DSAs) to verify (in a secure
manner Ising digital signature techniques) the source of
results. [ The results authentication service may be

requested irrespective of whether originator authentication
is to be used.

The results authentication service is initiated using the
signed value of the protectionRequest component as
contained within the argument set of directory operations;
a DSA receiving an operation with this option selected
may then optionally sign any subsequent results. The
signed option in the protection request serves as an
indicati nce; the
DSA may, or may not, actually sign any subsequent
results.

In the case where a DSA performs chdining, multicasting
or request decomposition of such a request, the DBA has a
number of options in terms of the form of results gent back
to the requestor, namely:

a) return a compositeresponse (signed or unsjgned) to
the requestor;

b) return a set_of two or more uncollated partial
responses, (signed or unsigned) to the rgquestor;
within thi$ set zero or more members may be signed
and.-z€ro or one unsigned. In the eveni that an
unsigned partial result is present, this menjber may
in\fact be a collation of one or more unsigne¢d partial
responses which have been received frqm other
DSAs, contributed by this DSA, or both.
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Annex A
( Normative )
ASN.1 for Distributed Operations

This annex includes all of the ASN.1 type, value and macro definitions contained in this part of ISO/IEC 9594, in the form of the
ASN.1 module DistributedOperations.

DistriljutedOperations {joint-iso-ccitt ds(5) modules(1) distributedOperations(3)}
DEFIN|TIONS ::=
BEGIN

EXPORTS

‘ DirectoryRefinement, chainedReadPort, chainedSearchPort, chainedModifyPort,
DSABind,

DSAUnbind,

ChainedRead, ChainedCompare, ChainedAbandon,

ChainedList, ChainedSearch,

ChainedAddEntry, ChainedRemoveEntry,

ChainedModifyEntry, ChainedModifyRDN,

DsaReferral, ContinuationReference;

IMPORTS
informationFramework, abstractService, distributedOperations;
directoryObjectidentifiers, selectedAttributeTypes

FROM UsefulDefinitions {joint-iso-ccitt ds(5) modules(1) usefulDefinitions(0)}

DistinguishedName, Name, RelativeDistinguishedName
FROM InformationFramework informationFramework

id-ot-dsa, id-pt-chained-read, id-pt-chained-search, id-pt-chained-modity
FROM DistributedDirectoryObjectidentifiers distributedDirectoryObjectidentifiers

PresentationAddress
FROM SelectedAttributeTypes.selectedAtiributeTypes

directory, readPort, searchPort, modifyPort
. DirectoryBind,

ReadArgument, ReadResuit,
CompareArgument, CompareResult,
Abandon,

ListArgument, ListResult,

SearchArgument,-SearchResuit,

AddEntryArgument, AddEntryResult,

RemoveEnttyArgument, RemoveEntryResuit,

ModifyEniryArgument, ModifyEntryResult,

ModifyRDNArgument, ModifyRDNResuli,

Abandoned, AttributeError, NameError, ServiceError, SecurityError, UpdateError,

FROM Director,'yAhstractService directoryAbstractService;

- = objects and ports - -

DirectoryRefinement ::= REFINE directory AS

dsa RECURRING
readPort [S]1  VISIBLE
searchPort [S]  VISIBLE
modifyPort [S] VISIBLE
chainedReadPort PAIRED WITH dsa

chainedSearchPort PAIRED WITH dsa
chainedModifyPort PAIRED WITH dsa
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