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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international
organizations, governmental and non-governmental, in liaison with ISO and IEC;.also take part in the
work. In the field of information technology, ISO and IEC have established a joint.technical committee,

|

The procedures used to develop this document and those intended for\its further mainter
d¢scribed in the ISO/IEC Directives, Part 1. In particular, the different approval criteria ng
the different types of document should be noted. This document was drafted in accordance
editorial rules of the ISO/IEC Directives, Part 2 (see www.iso.org/directives).

Attention is drawn to the possibility that some of the elements of this doGument may be th
off patent rights. ISO and IEC shall not be held responsible for identifyfing any or all sug
rights. Details of any patent rights identified during the development.0f'the document will
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Introduction

The ISO/IEC 20547 series is intended to provide users with a standardized approach to developing
and implementing big data architectures and provide references for approaches. ISO/IEC TR 20547-1
provides users with an overview of the reference architecture framework described in this document
and a process for applying that framework in developing an architecture. ISO/IEC TR 20547-2 provides

a collection of big data use cases and decomposes those use cases into technical considerations th

at

big data architects and system implementers can consider. This document describes-the reference

architecture in terms of User and Functional views. Those views can be used by the bigdata archite

ct

to descripe their specific system. [SO/IEC 20547-4 describes the security and privacy aspects uniqj
to big data. ISO/IEC TR 20547-5 provides a list of standards and their relationship to the refénen
re that architects and implementers can consider as part of the design and implementation
their system.

Each of these parts is built on the common vocabulary and concepts described in ISO/IEC'20546.

In generdl terms, reference architecture provides an authoritative source of information about a specif
subject qrea that guides and constrains the instantiations of multiple archit@éthres and solutio
(see 3.2)| Reference architectures generally serve as a reference foundation for Solution architectur

and can glso be used for comparison and alignment purposes. W
9

The key |goal of this reference architecture is to facilitate a shared ‘u{(derstanding across multip

products| organizations, and disciplines about current architectures\aﬁd future direction.

The refefence architecture presented in this“document prO\(icRes an architecture framework f
describirjg the big data components, processes, and systemg to” establish a common language for tl
various stakeholders named as big data reférence architectuné (BDRA). It does not represent the syste
architectiure of a specific big data system, Instead, it is a tool for describing, discussing, and developi}
system-specific architectures using an.architecture framework of reference. It provides generic hig

operations inherent to big data. The model is ot tied to any specific vendor products, services
referenc¢ implementation, nor"does it define pgéscriptive solutions that inhibit innovation.

e
o
of

ic
s
PS

le

pIr
e
m
g
h-

pr

vi © ISO/IEC 2020 - All rights reserved


https://iecnorm.com/api/?name=fd4615d564417e3e96120952212e69e0

INTERNATIONAL STANDARD ISO/IEC 20547-3:2020(E)

Information technology — Big data reference
architecture —

Part 3:
Reference architecture

1| Scope

This document specifies the big data reference architecture (BDRA). The reference architecture
includes concepts and architectural views.

The reference architecture specified in this document defines two architeetural viewpoints:

*,
— a user view defining roles/sub-roles, their relationships, and types’of activities within { big data
1>

ecosystem,;
Y

— afunctional view defining the architecturallayers and the Ql‘a/s("ses of functional components within
those layers that implement the activitieS of the roles/sulroles within the user view.

The BDRA is intended to: ) >

— provide a common language for'the various staké\fiolders;

— encourage adherence to common standar‘ds;‘specifications, and patterns;

— provide consistency ofimplementatioe,bf 'Eechnology to'solve similar problem sets;

—! facilitate the undetstanding of the@perational intricacies in big data;
&

—t illustrate and understand thewvarious big data components, processes, and systems, in the context
of an overall big data conc‘e;ptu'al model;
N

p . - .
— provide a technical reference for government departments, agencies and other consyimers to
understand, discuss, Cdtegorize and compare big data solutions; and

h‘\
—.~facilitate the dnalysis of candidate standards for interoperability, portability, reusabjlity, and
extendibility,

2| Normative references

The following documents are referred to in the text in such a way that some or all of theif content
cqnstitutes requirements of this document. For dated references, only the edition cited applies. For
undated references, the latest edition of the referenced document (including any amendments) applies.

[SO 8000-2, Data quality — Part 2: Vocabulary

[SO/TS 8000-60, Data quality — Part 60: Data quality management: Overview

ISO 8000-61, Data quality — Part 61: Data quality management: Process reference model
ISO/IEC 38500, Information technology — Governance of IT for the organization

ISO/IEC 38505-1, Information technology — Governance of IT — Governance of data — Part 1: Application
of ISO/IEC 38500 to the governance of data

© ISO/IEC 2020 - All rights reserved 1
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ISO/IEC TR 38505-2, Information technology — Governance of IT — Governance of data — Part 2:
Implications of ISO/IEC 38505-1 for data management

ISO 55000, Asset management — Overview, principles and terminology

ISO 55001, Asset management — Management systems — Requirements

IS0 55002, Asset management — Management systems — Guidelines for the application of 1SO 55001
ISO/IEC/IEEE 42010, Systems and software engineering — Architecture description

ISO/IEC 20546, Information technology — Big data — Overview and vocabulary

ISO/IEC 17789, Information technology — Cloud computing — Reference architecture

3 Terms and definitions

For the gurposes of this document, the terms and definitions giyven in ISO 800042, 1SO/TS 8000-¢
[SO 8000-61, ISO/IEC 38500, ISO/IEC 38505-1, ISO/IEC TR 38505+2, ISO 55000,180-55001, ISO 5500
ISO/IEC/JEEE 42010, ISO/IEC 20546, ISO/IEC 17789 and the following apply. .(>

S

»

ISO and IEC maintain terminological databases for use in-standardization‘atithe following addresses:

b
V)
— IS0 (nline browsing platform: available at https://www.iso.org /6hp
"

— IEC Hlectropedia: available at http://www.electropedia.org/\ N\

31 X
data
reinterpiletable representation of information (3.3) in a ,f-ogmalized manner suitable for communicatign,
interprefjation, or processing %

AN

[SOURCE]} ISO/IEC 2382:2015, 2121272] X

\

3.2 \‘\

referende architecture \

authoritgtive source of yinformation abiout a specific subject area that guides and constrains the

instantiations of multiple architectu{‘é‘s and solutions
"\

Note 1 to ¢ntry:.This document utili%es the definition of reference architecture from DoD “reference architectufre
descriptidn”[Z], N
O

Note 2 toentry: Reference architectures generally serve as a foundation for solution architectures and can algso
be used fdr comparison and alignment of instantiations of architectures and solutions.

3.3
information
data (3.1) thatare processed, organized and correlated to produce meaning

Note 1 to entry: Information CONCerns racts, CONcepts, ODJects, EVENts, ideas, processes, etc.

34
activity
specified pursuit or set of tasks

[SOURCE: ISO/IEC 17789:2014, 3.2.1]

3.5
knowledge
maintained, processed, and interpreted information (3.3)

[SOURCE: ISO 5127:2017, 3.1.1.17]

2 © ISO/IEC 2020 - All rights reserved
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.6

functional component
functional building block needed to engage in an activity (3.4), backed by an implementation

[S

OURCE: ISO/IEC 17789:2014, 3.2.3]

3.7

data governance
property or ability that needs to be coordinated and implemented by a set of activities (3.4) aimed to
design, implement and monitoring a strategic plan for data asset management

N

N
bd
o]
th

te 1 to entry: Governance of data is described in ISO/IEC 38505-1.

te 2 to entry: Data asset is understood as a set of data items, or data entities, that have & real oy
nefit for an organization. Data asset is a subset of asset defined in ISO 55000. A benefit is‘an ‘advant
ganization of the actionable knowledge derived from an analytic system: It is often ascribed to big d
e understanding that data has potential benefit that was typically not considered prewviously.

te 3 to entry: A strategic plan for data asset management is a document spec1fy1ng how data managen

potential
age to the
ata due to

ent (3.15)

to be aligned to the organizational strategy. This term has the same meanln%as Strategic asset management

hn (SAMP) defined in ISO 55000 with data point of view.
,'.

[SOURCE: 1S0-55000:2014, 3.1.18, modified — The term has been changed to the singular fory
final stop.has been removed from the definition.]

312

role

{8 U

ta quality &
gree to which the characteristics of data satisfy stated and m\phed needs when used under
nditions N\

)
URCE: ISO/IEC 25024:2015, 4.11] &
\o

ta quality management \
ordinated activities to direet’and control gn*drganization withiregard to data quality

/

URCE: ISO 8000-2:2018, 3.4.9] \\’
\

0 4
-
rty
tural personsor legal person,\w’hether or not incorporated, or a group of either

URCE:ISO/IEC 17789:2_(11’4, 7.2.3]

1 Ny
licy Q’
ention and direction of an organization as formally expressed by its top management

specified

n and the

set of activities (3.4) that serves a common purpose

[SOURCE: ISO/IEC 17789:2014, 3.2.7]

3

13

stream
list of flow objects attached to a port of a flow object

[SOURCE: ISO/IEC 10179:1996, 4.33, modified — by deleting leading article and trailing full stop.]
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3.14
sub-role
subset of the activities (3.4) of a given role (3.12)

[SOURCE: ISO/IEC 17789:2014, 3.2.9]

3.15

data management

set of activities (3.4) aimed to implement the big data architecture that best meet business goals by
following the strategic plan for data management assessment

3.16
data lifegycle
stages in|the management of a data

Note 1 to ¢ntry: The target of lifecycle (defined in ISO 55000) is data in this document.

3.17

applicatjon programming interface N \

API \2,

boundary across which application software uses facilitiés; of programmijng languages to invoke
services Q)

v
[SOURCE} ISO/IEC 18012-2:2012, 3.1.4, modified — Nate-1 to entry hasipeen removed and the final st¢p
has been|deleted from the definition.] N

N
N

4 Abbreviated terms \$

ACID atomicity, consistency, isolation, and durgbility

API application programming interface \,"' y

CEP complex event processing Ve W

CPU central processing unit &

BDA big data auditor ‘\\}“ :

BDAP big data application ﬁ?‘:);/ider

AN

BDAcP big data accesgplzovider

BDAnP big data analytics provider

BDC big data consumer

BDCP big'data collection provider
BDFP big data framework provider
BDIP big data infrastructure provider
BDP big data provider

BDPlaP big data platform provider
BDPreP big data preparation provider

BDProP big data processing provider

4 © ISO/IEC 2020 - All rights reserved
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BDRA big data reference architecture

BDSD big data service developer

BDSO big data system orchestrator

BDSP big data service partner

BDVP big data visualization provider

DG data governance

DM data manager

DQM data quality manager

PII personally identifiable information

RA reference architecture N
0

5| Conventions & X

v
The diagrams that appear in this document are presented psing the conventions that are ghown in
T4ble 1. This notation is used as described inISO/IEC 1778924
N

D)
Table 1 — Legend to the diagrams used throughout this document
\>

Object %% Meaning
=
@ e Party
(- X Role
C:@ Activity
| .
O 5 Functional component
h‘\
(“ N Cross-cutting aspect

6| Bigdata reference architecture concepts

6J1:{General

This document defines a BDRA that serves as a fundamental reference point for big data standardization
and which provides an overall architecture framework for the basic concepts and principles of a big
data system.

This document describes the logical relationships between the roles/sub-roles, activities, and functional
components, and cross-cutting aspects that comprise a big data system architecture.

Standards can be relevant to some of these relationships. Standards associated with a relationship can
be used to:

— specify degrees of information flow or other types of interoperability; and/or

— ensure specified degrees of quality (e.g. security or service level).

© ISO/IEC 2020 - All rights reserved 5
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Logical relationships defined in this architecture are a significant part of specifying the BDRA and its
behaviour. The relationship describes matters such as the categories of information flows between the
functional components in the BDRA.

6.2 Views

Big data can be described using a viewpoint approach. Four distinct viewpoints are used in the BDRA
(see Figure 1 and Table 2):

w |

Key
1 useryiew N \
2 functfonal view g \e,
3  impldmentation view W
4 depldyment view /> g
QY
Figure 1 — Transformations between arch'{téctural views
)
&
Table 2 — BDRA (\'Iie\l\’rs
BDRA view Description of the BDRA view Scope

User view The ecosystent of big data with the stakeholdensy(used in ISO/ |Within scope

IEC/IEEE 42010), the roles;the sub-roles and the big data

activities A
Functiongl view The functions necessa\:y for the support-of big data activities |Within scope

Implementation view

The functions necessary for the implementation of big data
within serviceparts and/or infrastructure parts

Out of scope

Deploym

bnt view

How the fun§‘t1‘ons of big data are technically implemented
within alse!ldy existing infrastructure elements or within new
eleménts to be introduced in this infrastructure

Out of scope

NOTE
implemen|

While details

O

of “the user view and functional view are addressed within this document, t
tation and deployment views are related to technology and vendor-specific big data implementatio

and actual deployments,and are therefore out of the scope of this document.

6.3 Ov

The user

erview of user view

view addresses the ecosystem of big data with the following concepts:

— parties: a party is a natural person or legal person, whether or not incorporated, or a group of
either or both parties in a big data ecosystem are its stakeholders;

— roles and sub-roles: a role is a set of big data activities that serves a common purpose. a sub-role
is a subset of the big data activities for a given role, and different sub-roles can share the big data
activities associated with a given role;

— activities: an activity is defined as a specified pursuit or set of tasks. big data activities need to have
a purpose and deliver one or more outcomes and these are conducted using functional components;

© ISO/IEC 2020 - All rights reserved
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— cross-cutting aspects: cross-cutting aspects can be shared and can impact multiple roles, and
big data activities. Cross-cutting aspects may map to multi-layer functions and their associated

NOTE

functional components which implement the activities within the cross-cutting aspect.

A party can assume more than one role at any given point in time and can engage in a specific subset of

activities of that role. Examples of parties include, but are not limited to, large corporations, small- and medium-
sized enterprises, government departments, academic institutions and private citizens.

Figure 2 illustrates the entities that are defined for the user view.

U s W N

6

TI
TI
aq

Tl
Tl

party
role
sub-role

activity
cross-cutting aspect »

Figiire 2 — User view entities
&

a\

4 Overview of function\al"\/iew

N\
ne functional view is a teclinology-neutral view of the functions necessary to form a big dat
e functional view d\e’scribes the distribution of functions necessary for the support of
tivities. AN

pe functionalarehitecture also defines the dependencies between functions.
ne functjenal view addresses the following big data concepts:

functional components: a functional component is a functional building block needed to

an activity, backed by an implementation;

h system.
big data

bngage in

NOTE

serve a common purpose;

functional layers: a layer is a set of functional components that provide similar capabilities or

multi-layer functions: the multi-layer functions include functional components that provide

capabilities that are used across multiple functional layers, and they are grouped into subsets.

Figure 3 illustrates the concepts of functional components, layers and multi-layer functions.

©
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Multi-layer
Functional Layer Functions
Component
4 R
Functional Layer ——
Component .
\_ ) Functional
Component
4 N
Functional Layer
Component \ /
\§ J
Functional View 9

N\,
Figure 4 |llustrates how the user view provides the set of big dataactivities that are represented with|

the functfional view.

Figure 3 — Functional layering

9

>

A

<
%
6.5 Relationship between the user view and the functional view

User View

%
L\ .
% ( Multi-layer
N AN .
Functionaty, Layer Functions
Compgheht
X
Functional Layer
Component -
Functional
Component
Functional Layer
Component \ /

Functional View

[in

6.6 Relationship of the user view and functional view to cross-cutting aspects

Cross-cutting aspects, as their name implies, apply both across the user view and across the functional

view of big data.

Cross-cutting aspects apply to roles and sub-roles in the user view and they directly or indirectly affect

the activities that those roles perform.

Cross-cutting aspects also apply to the functional components within the functional view which are
used when performing the activities described in the user view (See Figure 4).

8
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Cross-cutting aspects of big data described in Clause 9 include:
— security and privacy;
— management;

— data governance.

7 User view

7]1 Big data roles, sub-roles, and activities

Given that distributed services and their delivery are at the core of big data, all big data related

anjalytics services and activities that provide data.

N A

a role, the party can restrict itself to playing one or more sub-roles! su"b—roles are a subset
dqta activities of a given role. Q)
¢
v
Ag shown in Figure 5, the roles of big data are: )
'\
— big data application provider (BDAP) (see 7.2); N\
N

— big data framework provider (BDEP) (see 7.3); ;.
— Dbig data service partner (BDSP), (see 7.4); . X

— big data provider (BDP)-(see 7.5); £

/

— big data consumer (BDC) (see 7.6). \\’
N

NOTE Big data provider is any datg provider to the BDRA.
-~ -
N\

cdn be categorized into three main groups: activities that use big data, activities thatprovidg

[tfis important to note that a party can play more than one-role at any give‘_n'point in time. Whe

activities
big data

This clause contains descriptions of some of the common roles and sub-roles associated with big data.

n playing
f the big

© ISO/IEC 2020 - All rights reserved
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Big Data Service Partner (BDSP)

Big D'ata Big Data Big Data
Service . System
Auditor
Developer (BDA) Orchestrator
(BDSD) (BDSO)

4 N / \ 4 )
Big Data Application Provider (BDAP)
Big Collec‘non Preparatlon An;Iytics
Data Provider Provider Provider BigData
. (BDCP) (BDPreP (BDANP) Consumer
Provider
(BDC)
(BDP) : .
Big Data Big Data
Visualization Access
Provider Provider
k (BDVP) (BDACP) /
4
-/ - W)/
—
Big Data Framework Provider/(BDFP) W

Big Data Big Data Big Data \ “
Processing Platform Infrastructure ‘ /
Provider Provider. Provider(,
(BDProP) (BDPIaPR) (BDIP) N

Figure 5 — Big data mles
X

.

\
Annex B provides examples of the relationship of roles.inbig data ecosystems.

Each of the sub-roles shown in Figure 5 is describe’d'in more detail in 7.2 to 7.6.
\
\

7.2 Roje: Big data application provi(lé} (BDAP)

7.2.1 (General NN

The BDAP executes the manipul&ﬁons of the big data lifecycle. This is where the general capabilities
within uger view of the big data reference architecture as shown in Figure 5 are combined to produge
the specificdata system. ¢ y*

NOTE 1 | | While the activities of an application provider are the same whether the solution being built concerps
big data o not, the niethods and techniques have changed because the data and data processing is paralleliz¢d
across reqources.

NOTE 2 | As'data propagates through the ecosystem, it is being processed and transformed in different walys
in order fo extract the Value from the 1nf0rmat10n Each act1v1ty of the b1g data application provider can pe
implemen EpeT Ret : [

NOTE3  The BDAP can be a single instance or a collection of more granular big data application providers, each
implementing different steps in the big data lifecycle. Each of the activities of the big data application provider
can be a general service invoked by the data provider or big data consumer, such as a web server, a file server, a
collection of one or more application programs, or a combination.

NOTE4  The BDAP is in charge of the implementation, testing and validation of the data quality business
rules, requirements and metrics that assure the correct management of data in the big data system. Any big data
application provider can apply the data quality requirements throughout the big data lifecycle.

The BDAP is composed of the following five sub-roles as shown in Figure 6:

— big data collection provider (BDCP) (see 7.2.2);

10 © ISO/IEC 2020 - All rights reserved
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big data preparation provider (BDPreP) (see 7.2.3);

big data analytics provider (BDAnP) (see 7.2.4);
big data visualization provider (BDVP) (see 7.2.5);
big data access provider (BDAcP) (see 7.2.6).

I/ ] [

Big Data Application Provider (BDAP)

7

Tl
T]

of
th

Tl

2.2 Sub-role: big data collection pro\\\ri'der (BDCP)

] [ [ 1

Big Data Big Data Big Data Big Data Big Data Access

Collection Preparation Analytics Visualization Provider
Provider(BDCP) Provider Provider Provider. (BDACP)
(BDPreP) (BDANP) (BDVP)
Find data Transform ::]:IC';: Manifest Trahsfer
source data IoiY: data status data
Capture Validate a:;r‘:its 9
data data v
result
N

Register and Cleanse data W

bufferdata

\
Y
Aggregate N Y)
data ( }'
-
N
N\

Figure 6 — Big data activities relatingto big data application provider sub-role$

.
N
x

ne BDCP is a sub-role.of BDAP whlch is responsible for the collection of big data from data
1is can be a general service, such a§ afile server or web-server to accept or perform specific c
data, or it can'be an appllcatlon.speaflc service designed to pull data or receive pushes of g
e data provider. X

)

ne BDCP activities are as\fiﬁlows:

the'find data sﬁom‘te activity is focused on searching and storing data source information
of metadata whi¢h can be used for capturing and/or storing data;

the capture data activity is focused on converting available data (e.g. web document, &
etc.) into.a form that can be handled by system;

the register and buffer data activity is focused on storing data into data registry or hol
before transferring it to other tasks or processes.

provider.
llections
lata from
as a form

log data,

ling data

7.2.3 Sub-role: big data preparation provider (BDPreP)

The BDPreP is a sub-role of the BDAP which is responsible for preparing data from raw data to ready for
analyzing data.

The BDPreP activities are as follows:

©

another;

constraints such as correctness, meaningfulness, security and privacy, etc.;

ISO/IEC 2020 - All rights reserved

the transform data activity is focused on converting data or information from one format to

the validate data activity is focused on ensuring that the data is correct based on the validation
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— the cleanse data activity is focused on detecting inaccurate part of data and correcting them by
replacing, modifying or deleting;

— the aggregate data activity is focused on combining two or more data into one dataset in
summary form.

Data validation and data cleansing should be guided by the application of the data quality management.

7.2.4 Sub-role: big data analytics provider (BDAnP)

The BDA
requirenj
the techn

The BDA
processe
the appli

7.2.5 Sub-role: big data visualization provider (BDVP) )

The BDV

NP 1S a sub-role of BDAP which 15 responsible for analysing big data in-order to meec.t
ents of the data processing algorithms for processing the data to produce‘insights that addre
ical goal.

5 with associated logic for extracting information from the data based on the requirements
Cation.

A
.

A
2

\)

nP activity includes an associate analytic logic activity which“ involves modeHing dafta

P is a sub-role of BDAP which is responsible for presenting data seurc€ information or analydis

e

of

result to pig data consumer. The objective of these activities is to format a/ﬁ‘d present data in such a way
as to optimally communicate meaning and knowledge. o
The BDVP activities are as follows: N
D)

— the mhanifest data status activity involves/describing data status in data storage. this can inclugle

variqus visualization, classification criteria, etc.;
— the l(:rmat analysis result activity involves formattmg processed data for clear and efficient

cominunication. This can includevisual represenbatlon overlaying;etc.

\0
7.2.6  Yub-role: big data access provider (BDAcP)
\4

The BDACP is a sub-role.of BDAP which%is responsible~for’exchanging big data between big data

applicati
The BDA

bn and data provider or big data-Consumer.
N

system t¢ another system with (d4ta transmission integrity, continuity, security and privacy.

7.3 Ro

h‘\

le: big data frafnework provider (BDFP)

7.3.1  General

The BDF

requirenjent that all instances at a given level in the hierarchy be of the same technology.

NOTE

applicatio

CP activity.includes a trans\fer data activity focused on passing or moving big data from one

P consists of one or more hierarchically organized instances of the components. There is fo

In fact, most big data implementations are hybrids that combine multiple technology approaches
in order to provide flexibility or meet the complete range of requirements, which are driven from the big data

n provider.

The BDFP is comprised of the following three sub-roles as shown in Figure 7:

— big data infrastructure provider (BDIP) (see 7.3.2);

— big data platform provider (BDPlaP) (see 7.3.3);

— big data processing provider (BDProP) (see 7.3.4).

12
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Big Data
Infrastructure

Provider (BDIP)

Big Data Platform
Provider(BDPlaP)

Big Data Framework Provider (BDFP)

Big Data
Processing
Provider (BDProP)

Manipulate
Resources

Store /
Retrieve
data

Transmit
Receive
data

Figure 7 — Big data activities relating to big data framewb’rk provider sub-roleg

X
73.2 Sub-role: big data infrastructure provider (BDIP)>< X
N
The BDIP is a sub-role of BDFP which is responsible for(providing system resources including system
fafilities (e.g. networking, computing,-storage, etc,) ?nd physical environment (e.g. comput¢r rooms,

electric powers, air conditioners, etc.). %

.
N\

The BDIP activities are as follows: %

AN

— the manipulate resources activity\is"focused on handling or controlling physical or virtual
resources; A

-

— the store/retrieve data activity?nvolves persisting and recalling data from storage (manjipulating
data at rest.); W
N
— the transmit/receivedata activity is focused on transferring data via network (putting data in
motion.). s
h‘\

73:3 ) Sub-role: Kigdata platform provider (BDPlaP)

The BDPlaP is.a'sub-role of BDFP which is responsible for providing platforms to organize and distribute
bilg data on big data infrastructure.

The BPPIaP activities are as follows:

— “the organize data activity involves arranging, indexing and linking the data in ways| that are
suitable for the specific applications and analytics;

— the distribute data activity involves allocating data across infrastructure resources to maximize
data locality for distributed computation performance.

7.3.4 Sub-role: big data processing provider (BDProP)

The BDProP is a sub-role of BDFP which is responsible for supporting computing and analytic processes
for BDAP activities.

© ISO/IEC 2020 - All rights reserved 13
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The BDProP activities are as follows:

— process data in batches: process data in large increments and on a non-continuous basis. Batch
process is used when response time is not critical. Batch processing is most often associated with

the v

olume of the data or complexity of the analysis;

— process data in streams: process data continuously in small increments (typically individual
records or data elements). Stream processing is used when response time is critical and is most
often associated with the velocity of the data.

7.4 Role: big data service partner (BDSP)

741 (

The BDSH
provider,

eneral

the big data framework provider, the big data provider or the big.data consumer, et all.

A BDSP’s| big data activities vary depending on the type of partner-and their relgt.ionship with oth|
roles in Tg data ecosystem. .
The BDSP is comprised of the following three sub-roles as shown in Figure®; $
. . X v
— big diata service developer (BDSD) (see 7.4.2); >
— big data auditor (BDA) (see 7.4.3); \\ )
N
— big data system orchestrator (BDSO) (see 7:4.4). &
\ -
X
Big Data Service Paftner (BDSP)
\"
Big Data Service ,Bié Data Auditor Big Data System
Developer.(BDSD) \{ (BDA) Orchestrator(BDSO)

Design, create and
maintain service
components

3 Define
g > Perform audit app.lication
requirements
Reportaudit
results

~

Compose
seryices ™
LS

Define business
process

Define system

architecture
requirements

Define security
and privacy

isarole which is engaged in support of, or auxiliary to, activities ofamong the big data applicati¢gn

requirements

14

Define data
quality
requirements
and metrics

Figure 8 — Big data activities relating to big data service partner sub-roles
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7.4.2 Sub-role: big data service developer (BDSD)

The BDSD is a sub-role of BDSP which is responsible for designing, developing, testing and maintaining
the implementation of a big data service. This can involve composing the service implementation from
existing service implementations.

The BDSD activities are as follows:

the design, create and maintain service components activity involves designing and creating
software components that are part of the implementation of a big data service; and providing fixes

of

The BDSO aetivities are as follows:

74.3 Sub-role: big data auditor (BDA) PR

The BDA activities are as follows: R‘

74.4 Sub-role: big datg $§/\§tem orchestrator (BDSO)

N o b : : 1 P
o thraf e mentStoSer viceHprementacions;

the compose services activity is focused on composing services.using existing, isefvices by
intermediation, aggregation of them;

the test services activity focuses on testing the components and services created by the big data
service developer.

!

*,

The BDA is a sub-role of BDSP with the responsibility of conducting an-audit of the provision and use
big data services. A big data audit covers veracity of data sources, operations, performancef security
ajd privacy, and examines whether a specified setof audit criterif/are met.

v

NPTE1 There is a variety of specifications for the audi’c\c'riteria, for example, addresseq security
cdnsiderations(8l.

N\,
N

the perform audit activity invelves requesti‘néor obtaining audit evidence, conducting any|required
tests on the system or databeing auditediand-obtaining evidence programmatically;

the report audit results activity \favolves providing, a’ documented report of the results of
performing an audit, N

-

X

NOPTE 2 The BDAfis responsible for the assessment of-data quality, the definition and evaluation of d4ta quality
sgrvice levels, the continuous measurement and surveillance of data quality.

N

The BDSO is a sub-relesof BDSP which provides the overarching requirements that the system should
fulfil, including pdﬁcy, governance, architecture, resources, and business requirements, af well as
mponitoring actjvities to ensure the system complies with those requirements.

the“define application requirements activity deals with the overarching requirements$ that big
data application should fulfil;

the define business process activity deals with a partially ordered set of enterprise activities that
can be executed to realise a given objective of an enterprise or a part of an enterprise to achieve
some desired end-result;

the define system architecture requirements activity deals with conceptual requirements for
defining the structure, behaviour, and view of a big data system;

the define security and privacy requirements activity is focused on defining security and privacy
requirement from a governance point of view;

the define data quality requirements and metrics activity is focused on development and
the promotion of data quality awareness, and the definition of the data quality business rules,
requirements, metrics.
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7.5 Role: big data provider (BDP)

A big data provider (BDP) makes data available to itself or to others. In fulfilling its role, the BDP creates
an abstraction of various types of data sources such as raw data or data previously transformed by
another system and makes them available through different functional interfaces.

NOTE 1

The concept of a data provider is not new, the greater data collection and analytics capabilities have
opened up new possibilities for providing valuable data.

/ Big Data Provider (BDP) \

The BDP

— then

the griginally purposed system; R‘

— the @
purp,

NOTE 2
the identi

7.6 Rofe: big data consumer (BDC); \

A big da
recipient
data app
then exp

Abstract data source
type
A

\ RS

X

Make data available

1>

Figure 9 — Big data activities relating to big data /provider
V)

x‘

activities are as follows (see Figure 9): >3
N

nake data available activity is focused on opening ordistributing data source to the outside

(bstract data source type activity involves plﬁ)lishing metadata or data catalogue for tl
ose of distributing data through a registry. 4

When making data available to others, th‘éxbi'g data provider ean monitor the data and may mana
fied data quality issuesaccording to the data quality management.
&

fa consumer-(BDC) receiveﬁ“the output of the big data system. In many respects, it is tl
of the same type of fun\cﬁi’?)nal interfaces that the big data provider (BDP) exposes to the b
ication-provider (BDAP). After the system adds value to the original data sources, the BD/
pses'that same type obfunctional interfaces to the big data consumer (BDC).

-

/ Big Data Consumer (BDC) \

Use big data

of

e

P

he
ig
\P

The BDC

\ y

Figure 10 — Big data activities relating to big data consumer

activities are as follows (see Figure 10):

— the use big data activity focuses on using the results of big data analysis or utilizing application
interfaces provided by big data application provider for big data consumer’s business purposes;

16
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— the evaluate big data activity involves rating the quality of big data or big data application as

feedback.
8 Cross-cutting aspects
8.1 General

Cross-cutting aspects include:

8

Sé
cd

fr
Sé

P1

2 Security and privacy

curity and privacy issues affect all other roles and sub-rol 1n blg data ecosystem and f
mponents of the BDRA. The security and privacy interacts: ei

policy, requirements, and auditing and also‘with both thetbig data application provider and th¢
hmework provider for development, deployment, and.éperation.

curity related considerations in big data include;

N
ivacy related consideratiofisiin big data include:

security and privacy: this aspect relates to how systems and data are secured by presery
confidentiality, integrity and availability from risk and how personally identifiable infi
(PII) are protected from unauthorized use;

management: this aspect relates to how system components ‘and resources “are pro
configured, utilized, and monitored;

data governance: this aspectrelates to how data is controlled and managed within the sys
its lifecycle. %

\?,

X

1>
h the Big Data System Orches

\$

X

confidentiality which ensures that systéms and data are not made available or dis
unauthorized individuals, entities, or processes;

integrity which ensures that systems and data are accurate and complete;

availability which ensures that\systems and.data are accessible and usable on dema
authorized entity. O
e
~ X
unlinkability which ensures that a PII principal may make multiple uses of resources of
without others(being able to link these uses together;

transparency which ensures that an adequate level of clarity of the processes in privacy
data processing is reached so that the collection, processing and use of the informatiqg
understood and reconstructed at any time;

ring their
prmation

visioned,

tem over

inctional
trator for
e big data

rlosed to

hd by an

services

-relevant
n can be

intervenability which ensures that PII principals, PII controller, PII processors and supervisory

duthorities can intervene in all privacy-relevant data processing. (See ISO/IEC 20

loealrrnaomanal

H47-4(28],

ISU/IEU L/UUU'-“ JJ

8.3 Management

The big data characteristics of volume, velocity, variety, and variability demand a versatile system and
software management platform for provisioning, software and package configuration and management,
along with resource and performance monitoring and management. Big data management involves
system, data, security, and privacy considerations at scale, while maintaining a high level of data quality
and secure accessibility.

© ISO/IEC 2020 - All rights reserved
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Management related considerations in big data include the following.

8.4 Dalta governance
Data gov
activitieg
processe

Data gov

9

9.1 Fu

9.1.1 (

The fund
compone
capabilit
roles and

The func
specific

18

Provisioning: provisioning is the act of configuring system resources to support a specific task.
Provisioning can take place at multiple levels across the system architecture from allocation of
resources for virtual machines to allocation of resources for a specific job on one or more nodes. These
considerations involve efficient use and configuration of resources to support one or more tasks.

Configuration: these considerations involve the proper setting of parameters within system
elements for optimal execution and use of system resources.

Resq
utiliZ

an o

adat
data

Fun

m components to maintain security and operational reliability of the system.

urce management: these considerations involve how resources within the system are beil
ed to support the various workloads supported by the system based on their priority.

A
ernance is a property or an ability that needs to be.coordinated and.implemented by set
of roles and sub-roles in the user view charge of guaranteeing that data'used in the busine
5 creates value and effectively responds to the business needs. W
9
brnance plans and defines: N

v

N

a quality management strategy which is a set of. co\\hstraints and actions aimed to ensure th|
meets the quality needs defined by the business(fsee Annex C for more detail).

AN

ctional view
hctional architecture 4

eneral +&
\‘\

tional architecture for big'data describes big data in terms of a high-level set of function

nts layens. The functional layers represent sets of functional components with simil

es.that are required'to perform the big data activities described in Clause 8 for the vario

sub-roles involvgd‘in big data the specification and implementation of a big data architectut

fional architecture describes functional components in terms of a layering architecture whe
ypes of functions are grouped into each layer as illustrated in Figure 12.

rganizational strategy related to the management of daba’in order to ensure that datali
alignled with the business; h

e
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BDP BDC

I Inputdata I Consume data BDP, BDC, BDSP, BDAP and BDFP

Integration Security & [ System

Interact

Privacy Management

Multi-layerfunctions \

with
Big Data Platform multiple
Layer layers

for
supporting capabilities

—_—- —_- —_— —_ —_— —_—  —_ —_— —_— —_— —_ —_ —_ —_ —_ a

A

Figure 11 — BDRA layer-based architectufe

1>
The BDP and BDC shown above can be external to the big data sys&rh under architecture dev|
o1f internal components (since one application provider in the-big-data architecture can prov
tg or consume input from another application provider within the architecture). Annex A
additional information on mapping the big:data reference.architecture functional view to othe
inftegration reference architecture. D

N¢
Blg data user view roles and activities including C\P, BDC, BDSP, BDAP and BDFP are imp
by four-layered functions and/er-multi-layer funttions as shown in Figure 11. For the pu
d¢fining a specific architecture, recommended-best practice isithat the architect document th
functional components thatprovide inter%gfes from those layers to the big data architecture.

9{1.2 Layering architecture & 5

N

9[1.2.1 General o7
X

elopment
ide input
provides
b system

emented
'poses of
e specific

The layering.architecture use\t‘l in the BDRA has four layers, plus a set of functions that span across the

lajers.'The four layers arex ‘

— ~big data applicatiér\l layer (see 9.1.2.2);
— big data proces;ing layer (see 9.1.2.3);
— big data’platform layer (see 9.1.2.4);

— Dbig data infrastructure layer (see 9.1.2.5).

T ho oot cth ot oo 1o nee
ICTUIICLIUITO LITdu Ol,lall CIIC la)’ A2 are )

The layering architecture is shown in Figure 11 and each of the internal layers in the
architecture is described in 9.1.2.2 t0 9.1.2.5.

9.1.2.2 Big data application layer

layering

The big data application layer provides the application supporting functionalities, including data

collection, preparation, analytics, visualization and access functions. These functions are

achieved

through interfaces with the BDP, the big data processing layer, the big data platform layer, and the BDC.

© ISO/IEC 2020 - All rights reserved

19


https://iecnorm.com/api/?name=fd4615d564417e3e96120952212e69e0

ISO/IEC 20547-3:2020(E)

9.1.2.3 Big data processing layer

The big data processing layer provides framework and library components to execute the analytics
specified by the application provider layer. Within this layer, the components manage execution of the
analytic tasks across the system. The components often interact with the platform layer to determine
where data is stored on the system and direct the analytics for that data to the corresponding node
in order to provide data locality to the computations. They also interact with resource management
components within the multi-layer functions to balance computations across the system.

9.1.2.4 _Bigdata platform layer

The big dpta platform layer provides storage and organization components for the data processed by the
system. These components draw on resources from the resource layer and, in‘the case on infmemory
storage, foordinate with the resource management components in the multi-layer functions for the
resourcep required. The platform layer components focus primarily on providing efficient organizatign
of the data for access from the application provider and processing layers within the system.

A
.

9.1.2.5 |Big data infrastructure layer >

*,

The big {lata infrastructure layer is where the resources.feside. This inclides equipment typically

used in o data centre such as servers, networking switches-and routers; storage devices, and also the

correspopding non-big data-specific software that runs on the servers$@hd other equipment such ps

host opetating systems, hypervisors, device drivers.and generic system's' management software.
.

The big|data infrastructure layer also represents and hou§e§ the big data transport network
functionality which is required to provide ainderlying network connectivity between the big data
applicatipn provider and the BDP/BDC, as well as within the'big data application provider and betwegn
peer big ¢dlata application providers. ‘4

.

N\

%
AN

9.1.3 Multi-layer functions 5

.,

/

The mulfi-layer functions include a series of\functional components that interact with functional
componepts of the above four other layers tofrovide supporting capabilities including and not limited {o:

a\

— secufity systems capabilities (authentication, authorization, auditing, validation, encryption);
e

N
— integdration capabilities (linkage-of different components to achieve the required functionality);
>

~
— manggement.capabilities, (deployment, configuration, monitoring, multi-tenancy resource, high-
availpbility, and big dgtq{ﬁecycle).

The multi-layer functions’described above may support cross cutting aspects or activities from rolpes
that havg system aychitecture wide applicability.

9.2 Fupctienal components

9.2.1 ( CIlICT1 d}

This subclause describes the big data architecture in terms of the common set of big data functional
components. A functional component is a functional element of the BDRA which is used to perform an
activity or some part of an activity and which has an implementation artefact in a concrete realization
of the architecture, e.g. a software component, a subsystem or an application.

Figure 12 presents a high-level overview of the BDRA functional components organized by means of
the layering architecture.
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The term framework as used for functional component names within Figure 12 and associated text
clauses is defined in ISO/IEEE 11073-10201 as “a structure of processes and specifications designed to
support the accomplishment of a specific task”.

NOTE Given the range of applications/domains involved in big data and the rapid evolution of big data
technologies, describing an exhaustive list of possible functional components within these layers is both
voluminous and can never be complete. Therefore, only general categories of components are presented here.

Role: Big Data Provider Role: Big Data Consumer

make data receive data
available output
Multi-layer functions \
_________________ e Integration\ [ Security & ) /System

! - < ! Privacy Managemient
I Big Data Application Layer |
| | Collection | | Preparation | | Analytics | I
Access Deploymeht
I /I and
I Big Data Processing Layer N Audit configuratipn
Interact -
R FrameWorks Monitori
I | Batch Frameworks | | Streaming Frameworks | Iwith Messaging X W managem?it
1\ /| multiple Frameworks .’? —
|( Big Data Platform Layer ", Layersfor M ‘/:ratr:c;:lzj?kzn Multi-tenahcy
- supporting| || State LM
1 - resourc
I | File Systems || Relational Storage | | Key-value Storage | [‘capabilities Managemen& et
B
||| Wide-columnar || Column-based || Document || Graph | Framewd(ys,, Authentication
storage storage storage storage N 4 Frameworks High-
| | x N availabilit
A - W/
|’ Big Data Infrastructure Layer \| — managem
Anonymization - -
I Physical resources | Fesource abstraction .& Control | | N\ Frameworks Big Data Lif
q y, ~ Cycle
| | Manageme|

_________________ \.
N —

Figure 12 — Functional components of BDRA

\
N
9[2.2 Bigdata application layer fanctional components

92.2.1 General W

The big data application @&%r with the functional components supports the activities of the big data
application provider. Jt' provides the primary interface to external components including|big data
pttoviders and big ;é{%onsumers. The components here invoke components in the big data processing
lafer and big data platform layer to implement the big data application layer activities. The following
atle the primary firnctional components within this layer.

92.2.2 ./Collection functional component

ThecoHection functional component is used to establish the mechanisms to import data from big data
ptovider and store data for further processes:

— establish connection;
— import data;
— store data.

This category of component is concerned with getting data into the system. These components can
efficiently implement their functions given the volume and velocity of the incoming data.
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Preparation functional component

The preparation functional component is used to prepare data fit for a specific analysis process. The
detailed functionalities consist of data aggregation, data cleansing, data conversion/transformation,
data calculation field creation, data optimization, data partition, data summarization, data alignment,
data validation, data virtualization and store prepared data. Data virtualization is an approach to
data management where an application can access and change data without knowledge of the physical
formatting and storage of the data. Data transformation changes data from one format to another, which
includes encryption/decryption, compression/decompression, decimation, pivots, and-normalization

on data.

9.2.2.4

The anal
take plad
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NOTE 1
data fusi

regressiof, cluster analysis, spatial analysis, audio analysis, visual analysis, textualanalysis, etc. Text analy}

algorithm
algorithm|
analysis, §
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NOTE 2
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transformn
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NOTE 3

parallel wjithin the processinglayer and dealwith the distributed nature of the data within the platform layer.

9.2.2.5

The visu
meaning

— expl
sim

—  knov

NOTE

Analytics functional component

ytics functional component is used to encapsulate the specialized ‘computations that need
e on the data for information finding and/or knowledge extraction to meet the applicatio
ents by using specified algorithms.

Classes of algorithms for machine learning include but are not limited to corrélation, classificatig
n, data integration, data mining, artificial intelligence, ‘pattern recognition, predictive modellin

s include sentiment analysis, named entity recognition, and theme"détection. Machine learni
s include correlation, classification, pattern recognition, predictiv;\modelling, regression, clust
nd spatial analysis. In many cases, big data systems combine several 6f these types of algorithms in
w on the data. For example, a system can usesnamed entity r-e‘C(}g'nition to extract specific entiti
laces, orgs, etc.) from unstructured chunks of text then fee\d‘that information as features into
neighbour or K-means clustering algorithm.to categorize the text chunks.

A class of analytics function is operational data analy:sfi‘s, i.e. the analysis of log files, system stat
information, etc., for system operation and maintégarice. Typical query and analysis include log te
h, multi-dimensional aggregation.analysis, etc. Numerical analysis algorithms include fast Fouri
s, linear algebra, and N-Body methods. graph algerithms include community detection, subgraph/mo
hding diameter, clustering coefficient, page rattk, maximal cliqués, connected component, betweenng

shortest path. X
N

The critical characteristics of these aléorithms for big data are that they need to be able to operate

. I . .
Visualization functional eomponent
»
~
lization functional component is used to present analyzed data to the big data consumer in
‘ul-manner. The d(et‘a\‘ﬂ’ed functionalities consist of:

ratory data ‘wisualization (multi-dimension, multi-resolution, interaction, animatiqg
ation, statiStical graphics, surface rendering, volume rendering);

fledge /explanatory visualization (reports and customer summarization presentation).

The critical aspects of visualizing big data is presenting large datasets in a manner that can be eas

navigate

ls
Xt
er
rif
SS

in

ly

and is comprehensible. In addition, it can need to operate on the data in a distributed parallel fashio

9.2.2.6

Access functional component

The access functional component is used to provide big data consumer access to the results of big data
application layer. The detailed functionalities consist of:

— access rights management;

— data

export (e.g. via application programming interface, protocol or query language); and

— secure data access.
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NOTE Big data consumers connect through this functional component by web services, user interfaces, and/
or APIs, protocols, etc. which are used to access/retrieve data. The unique issue for big data here involves how to
present the data to the big data consumer considering the big challenge of volume and velocity aspects.

9.2.3 Big data processing layer functional components

9.2.3.1 General

The big data processing layer components are primarily focused on performance (e.g. producing
- . N . . : . : provides
functional components to mainly support big data characteristics of volume, velocity and variety.
The big data processing layer adopts different processing engines on-different data. storage and
sdhedule computation on near or local storage. This layer provides abstraction functionaliti¢s for the
erations of big data application layer. User operation is abstracted-as data source, filter, map| window,
aggregation, etc. The big data processing layer completes the execution process with data flowing from
one operator to another, and from input to output. Parallel data-processing is implémented in this layer.

NPTE1 In traditional database systems, the big data processing layer compoglénts are called the|execution
erfgine. The big data processing layer is more about runtime, The’keyword “big’yeans not only the big|data from
thle source; the intermediate data can be bigger than raw data: ~:'
NOTE 2  In parallelizing operations, the processing layer component,s}}fpically allocate work to nodes in the
clfister first based on data locality (e.g. the data in.the platform layer negded for the computation is on|the node)

)

arjd then based on memory and CPU resources. "o

N\
NOPTE3  Anexample of this is the map/reduce programming9attern, where computation on individupl records
is|distributed to nodes based on data locality during thegmap phase and then the results from eacH node are
mprged and sorted during the reduce phase. g

The big data processing layer adopts different precessing engines on different data storage and|schedule
cdmputation on near or local storage. N

-

Typically, frameworks_within the big d}ta processing-layer are categorized based on h¢w many
elements and how fast-they processgThe common forms-of evaluation are one block (batch) or one
elpment (streaming). d

9]2.3.2 Batch frameworks\ functional component
"\
The batch)frameworks ,fu~n'c’tiona1 component mainly aims to solve the problem of volume| It takes
a ppatch of ‘elements asthe basic unit to process. Elements that were received are blocked fo form a
batch based on theindistribution within the platform layer for processing to maximize datg locality.
After each node has processed its batch, the results are, synchronously or asynchronously, fgrwarded
tq the next step which can be another loop of processing (as done in the bulk synchronou$ parallel
pattern) or’summarization of the results (as done in the map/reduce pattern). The time requjred for a
batch analytic to complete can vary from hours to sub-seconds depending on analytic and datp. Ad-hoc
querycand daily operational analysis report applications can need different response times. When the
rgspeonse time is within minutes, hours or longer-range level, it is often referred to as offline prpcessing.
“"vv‘““i‘i‘i“-i“‘i‘ﬁ‘;‘i‘“"“'G i;““;‘v‘i‘i““'i eVer,just
because a system is designed to be interactive does not mean all response times are in the seconds or
sub-seconds range. A poorly written analytic/query, one that has complex joins between data or one
that simply must process a large volume of records can take minutes or hours to complete.

9.2.3.3 Streaming frameworks functional component

9.2.3.3.1 General
The streaming frameworks functional component mainly aims to solve the problem of velocity. The

process model is pipelined and every element is forwarded to next operator with minimal latency.
The instant response is the main concern and every element is valuable in the moment. while some
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operations require elements to be blocked or buffered, for example to perform sliding window
aggregations. However, in an ideal situation, the data flows continuously through the processing
pipeline. The messaging frameworks functional component (see 9.2.6.2.2) is used to communicate
between operators across nodes. When the data is too big and/or fast for the system to keep up, the
system may employ temporary storage, choose to drop excess data or be forced to employ a rate limit
mechanism with the producer to avoid a system crash.

The basic characteristic of streaming framework is data flow. The data flow is internally a directed
acyclic graph that contains operator as vertex and event stream as edge. The operator can be
parallelized and the event stream can be partitioned. Complex event processing (CEP) issmore advanced
than purg streaming and can be queryable, which adds more practical characteristics: event ordering,
event prqcessing guarantee, state store, and stream partitioning/operator parallelism.

The four [characteristics are described in 9.2.3.3.2 t0 9.2.3.3.5.

9.2.3.3.2| Eventordering

Event ordering is guaranteed by custom global timestamp or sequénce id, both of Which are marked by
feeder. Eyent ordering can be handled by time or count. Event ordering is relativ@fo windowed streajn.
When event time is used, the event ordering means the event should be evaluated in window operatpr
in timesffamp order. Out-of-order and delayed events should be reordere{i,’ discarded or immediatdly
evaluatedl. When event count is used, the event ordering.means the event'ghould be evaluated in windgw
operatorlin sequence id. Event time or sequence id should be monotgpi¢ally increasing.

9.2.3.3.3| Event processing guarantee i\ o

Events should be processed with fault-tolerance mechanis:fn in the presence of failures. Especially
when strpaming is partitioned, operator is paralleled, ahd\data is distributed. Data stored in memofy
and datalstored as persisted storage in file system should be guaranteed in the window duration. TWo
importart phases that should be given/special attention are receiving before processing (Receiver) and
committing after processing (Processor). \~"

cessing guarantees-are typically d'Q‘id\ed into the following three classes:

-
st-once: thisclass means the regeiver phase shauld receive once from data source and does npt
need|to maintain the offset received; and the processor phase is not guaranteed. The received evept

— at-lepst-once: this cl§s§~jﬁeans the receiver phase can replay and receive an event multiple timgs

and ghe processor phase'can process the events repeatedly. All events can be received and processed,
e result may_not be accurate. Additional manual offset maintenance mechanism should be
rted to meet'event replay, and a duplication mechanism can be supported to reduce repeat¢d
treaffment. This'adds extra overhead but can achieve low latency and a certain degree of guarantde.

— exadtly-once: the event is received once and processed once, no lost and no replay. The receiver and
procgssor phases are both guaranteed. The two phases both need independent fault tolerance and
failure recovery mechanism to make atomic and durable storage. This adds high overhead due to
frequent 10 operation, but best guarantees correctness.

9.2.3.3.4 State store

Typical streaming frameworks have a pipeline process model, while CEP over streaming frameworks
need additional state to support the window operation which is for continuous query where the event
is stored for a period of time to generate the window. In traditional CEP, the window is small and the
event is stored in a buffer. While events in window can be massive in modern CEP for big data, state
store can provide support for high volume streams. Extra storage is needed for fault tolerance and
failure recovery, replication, write ahead log (WAL) and checkpoint are classic methods to solve the
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problem, so state store can support distributed and ACID semantics in limited ways and the trade-off is
in the performance and correction.

9.2.3.3.5 Stream partitioning/operator parallelism

This characteristic relates to scalability. Stream and operator are executed in directed acyclic graph.
The goal of streaming frameworks is paralleling the execution to the greatest extent. Streaming
partitioning serves event distribution and operator parallel serves parallel computation. Scheduler
makes parallel computation execute with local events. Stream partition by key-(e.g. sensor id, user

3 2 goregy i evalua ifi eam. Stream
etadata, communication coordination, dynamic resource allocation and push/pull fetch strategy are
n¢eded to help the stream partitioning in distributed environment. Operator parallelismlis [the need
tg meet fast computation, but more mechanism needs to help to coordinate global state|(barrfier, event
orider). Operators are often one by one, some operators are applicable to chained toreduce| network

N

1>
The components of the big data platform layer provide the servip-;}t’o store, organize and refrieve the
dqta in support of the higher layers. Accordingly, this layer proyides for the logical data organization
and distribution combined with the associated access appglication programming interfacgs (APIs)
off methods. This may also include data'registry and metadata services along with semapntic data
dé¢scriptions such as formal ontologies-or taxonomies,.« O

N¢
NOTE One aspectin architecting this layer is to sel ct))r improve the data organization and storagg¢ methods
fof high data utilization and better-query or retrieva!.pgrformance. Especially with the rapid increase gf volumes
of| big data (in e.g. finance, banking, media, manufacturing industry) and service scenarios, the usefs call for
erfhanced performance for different queries and—,a’m”alyses with less'duplication and redundancy in datd storage.

Sybclauses 9.2.4.2 to 9:2.4.8 describe th\e\general categories-of these components.

&
2.4.2 File systems functional.component

L\

9
Fille systems: organize chunksof data (typically defined as records) accessed as a named entity within
a

defined ‘namespace. Whilg local filesystems are often used within big data systems fof storing
1|}termediate data local to a processing node, distributed file systems are far more prevalent for

pérsistent data storage. The difference being that distributed file systems manage the distributions
and replication of (faté blocks across nodes and the namespace rather than being stored with the data
isjmanaged through a central name service often running in a master/slave or multi-master
provide faulttolerance.

Distributed/file systems (also known as cluster file systems) seek to overcome the throughpgut issues
pfesented by the volume and velocity characteristics of big data, combine /O throughphit across

a .
designed allow the use of heterogeneous commodity hardware across the big data cluster. Thus, if a
single drive or an entire node should fail, no data is lost because it is replicated on other nodes and
throughput is only minimally affected because that processing can be moved to the other nodes. In
addition, replication allows for high levels of concurrency for reading data and for initial writes.

Distributed object stores (DOSs) (also known as global object stores) are a unique example of
distributed file system organization. Unlike the approaches described above, which implement
traditional file system hierarchy namespace approaches, DOSs present a flat namespace with a globally
unique identifier (GUID) for any given chunk of data. Generally, data in the store is located through a
query against a metadata catalogue that returns the associated GUIDs. The GUID generally provides
the underlying software implementation with the storage location of the data of interest. These object
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stores are developed and marketed for storage of very large data objects, from complete datasets to
large individual objects (e.g. high-resolution images in the tens of gigabytes [GBs] size range).

9.2.4.3 Relational storage functional component

In the relational storage model, data is stored as rows with each field representing a column organized
into a table based on the logical data organization.

NOTE Big data implementations of relational storage models are relatively mature and have been adopted by
anumber of organizations. They are also maturing very rapidly with new implementations focusing on improved
response [time. Many big data implementations take a brute force approach to scaling relational queri¢s.
Essentiallly, queries are broken into stages but more importantly processing of the inputtables is distnibuted
across myltiple nodes (often as a map/reduce job).

The actupl storage of the data can be flat files (delimited or fixed length).where each record/line in
the file rppresents a row in a table. Increasingly however these implementations are adopting binaty
storage fprmats optimized for distributed file systems. These formats often use blockilevel indexes and
column-qriented organization of the data to allow individual fields to be accessed,in records without
needing to read the entire record. Despite this, most big data relational storage miodels are still batch-
oriented [systems designed for very complex queries which.generate very large intermediate crogs-

product fnatrices from joins so even the simplest query can require tens of-se¢onds to complete.
U9

&

9.2.4.4 |Key-value storage functional component 0

- 3/

The pringiples of key-value stores underpin all the other storage a*nc? indexing models. From a big dafa
perspectjve, these stores effectively representrandom access mémory models. While the data stored in
the valuess can be arbitrarily complex in structure all the hanQ{ing of that complexity should be provid¢d
by the application with the storage implementation ofteh‘providing back just a pointer to a block jof
data. Keyt-value stores also tend to workbest for 1-1 relatignships (e.g. each key relates to a single value)
but can 3lso be effective for keys mapping to lists‘ef-homogeneous values. When keys map multigle
values of|heterogeneous types/structures or when ¥alues from one key need to be joined against valugs
for a diffgrent or the same key-then custom ap %‘cation logic is-required. It is the requirement for this
custom l¢gic that often prevents key-value s&or s from scaling effectively for certain problems.

Key-valug stores generally deal well wi'gﬁ updates when the mapping is one to one and the sizg/
length of|the value data-does not chan\gié. The ability of key-value stores to handle inserts is generally
dependent on the underlying impleggéntation. Key-value stores also generally require significant effort
(either manual or computational) ¥0’deal with changes to the underlying data structure of the valugs.
Distributled key-value stores.ate the most frequent implementation utilized in big data applicatiors.
One prohjlem:that shall al)Ngjl?: be addressed (but is not unique to key-value implementations) is the
distributjon of keys across-ever the space of possible key-values.

Specifieally, keys shall:be chosen carefully to avoid skew in the distribution of the data across the clustgr.
When daga is heavily skewed to a small range it can result in computation hot spots across the cluster
if the implementation is attempting to optimize data locality. If the data is dynamic (new keys being
added) fqr such an implementation, then it is likely that at some point the data can require rebalancing
across thie'chister. Non-locality optimizing implementations employ various sorts of hashing, random,
or round-robin approaches to data distribution and does not tend to suffer from skew and hot spots.
However, they perform especially poorly on problems requiring aggregation across the dataset.

9.2.4.5 Wide columnar storage functional component

Unlike traditional relational data that store data by rows of related values, columnar stores organize
data in groups of like values. The difference here is subtle but in relational databases an entire group
of columns are tied to some primary-key (frequently one or more of the columns) to create a record.
In columnar stores, the value of every column is a key and like column values point to the associated
rows. The simplest instance of a columnar store is little more than a key-value store with the key and
value roles reversed. In many ways, columnar data stores look very similar to indexes in relational
databases. In addition, implementations of wide columnar stores that follow the sparse, distributed
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multi-dimensional sorted map model (where arbitrary byte arrays are indexed/accessed based on
row and column keys) introduce an additional level of segmentation beyond the table, row and column
model of the relational model, that is called the column family. Wide columnar stores add an additional
dimension known as the column family.

9.2.4.6 Column-based storage functional component

By organizing and storing the data by the columns (instead of by the rows in row-based stores),
columnar databases are well-suited for big data applications which require™a wide spectrum of
analysi h as multi-dimensional OLAP i i i o i

ithin a document-oriented data store each document encapsulates and enc¢odes the metadalta, fields,
and any other representations of that record. While somewhat analogans<to a row in a relatiopal table,
one reason document stores have evolved and gained-in popularity-is~that most implementgtions do
not enforce a fixed or constant schema. While best'practices holdsthat groups of documents should
bé logically related and contain similar data, there is no requireinent that they be alike or|that any
two documents even contain the same fields: That is one redson that document stores are fi equently
popular for datasets which have sparsely_ populated fields, dince there is far less overhead normally
than traditional RDBMS systems where null value columns in records are actually stored. (iroups of
dgcuments within these types of stores.are generallygéferred to as collections and like key-value stores
sgme sort of unique key references each document(

.

N\

9{£.4.8 Graph storage functional component

While social networking sites have cert}i’nly driven the visibility of and evolution of graph stores
(and processing as discussed below), gr}:lph stores have been a critical part of many problem|domains
frpm military intelligence and couqtér terrorism to route planning/navigation and the semantic web
fojr years. Graph.stores representidata as a series of nodes, edges, and properties on those. Analytics
against graph-steres include yery basic shortest path and page ranking to entity disambiguation and
gifaph matching. -

Graph.storage approache§ can actually be viewed as a specialized implementation of a document
stporage scheme wi}h‘{Vvo types of documents (nodes and relationships). In addition, one of [the most
cifitical elementsin-ahalyzing graph data is locating the node or edge in the graph where the apalysis is
tg'begin. To aceomplish this, most graph databases implement indexes on the node or edge prfoperties.
Unlike, relational and other data storage approaches, most graph databases tend to use grtificial/
pgeudo kéys*or guides to uniquely identify nodes and edges. This allows attributes/progerties to
b¢ easily-changed due to both actual changes in the data (someone changed their name) o1l as more
information is found out (e.g. a better location for some item or event) without needing to change the
poihtérs to/from relationships.

Typically, distributed architectures for processing graphs assign chunks of the graph to system nodes then
the system nodes use messaging approaches to communicate changes in the graph or the value of certain
calculations along a path. Even small graphs quickly elevate into the realm of big data when one is looking
for patterns or distances across more than one or two degrees of separation between graph nodes.

Depending on the density of the graph, this can quickly cause a combinatorial explosion in the number
of conditions/patterns that need to be tested. A specialized implementation of a graph store known as
the resource description framework (RDF) is part of a family of specifications from the World Wide Web
Consortium (W3C) that is often directly associated with semantic web and associated concepts. RDF
triples, as they are known, consist of a subject (Mr X), a predicate (lives at), and an object (Mockingbird
Lane). Thus, a collection of RDF triples represents a directed labelled graph. The contents of RDF
stores are frequently described using formal ontology languages like OWL or the RDF Schema (RDFS)
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language, which establishes the semantic meanings and models of the underlying data. To support
better horizontal integration (Smith, et al., 2012)[1¢] of heterogeneous datasets extensions to the RDF
concept such as the data description framework (DDF) (Yoakum-Stover & Malyuta, 2008)[1Z] have been
proposed which add additional types to better support semantic interoperability and analysis. Graph
data stores currently lack any form of standardized APIs or query languages. However, the W3C has
developed the SPARQL query language for RDF which is currently in a recommendation status and
there are several systems such as Sesame which are gaining popularity for working with RDF and other
graph-oriented data stores.

9 2 5 aesourcelavaer functional comnonents
nkun IFeSUtTrcCTory erroreceroor o

I P OIIeTIIeY

9.2.5.1 |General
The resofirce layer functional components include:

— resolirce abstraction and control;

A
.

— physjcal resources.

A
2

\?,

X

9.2.5.2 |Resource abstraction and control functional component e
\9

The resolirce abstraction and control functional component is used bybig data application provideys
(BDAPs) to provide access to the physical computingresources through'software abstraction. Resourfe
abstractipn needs to ensure efficient, secure and reliable usage o(ﬂle underlying infrastructure. The
control feature of the functional component enables the management of the resource abstractipn
features. R,

NOTE1 | When the big data system is deployed within a cloud{computing environment the resource abstractipn
functions|are be provided by the cloud computing environment as defined in ISO/IEC 17789l¢l,

The resource abstraction and control functional€omponent enables big data application providefs
(BDAPs) |to offer qualities suchras rapid elag&ity, resource~pooling and on-demand self-servidge.
The resojurce abstraction and-control functional component can’ include software elements such fs
hypervisprs, virtual machines, virtual data\s‘torage, and time-sharing.

For the network, these-are the resog\r’cﬁs that transfer data from one component to another withjin
the infraptructure.layer. Besides, the’hetwork infrastructure can also include automated deployment,
provisioning capabilities, or ageuts.and infrastructure-wide monitoring agents that are leveraged by
the mang gement/communica:ciOn elements to implement a specific model.

For comjputing, the logiczﬁ.'distribution of cluster/computing infrastructure can vary from a denge
grid of p{ysical commgodity machines in a rack to a set of virtual machines running on a cloud servite
provider|or to a logsely coupled set of machines distributed around the globe providing access to up-
used conjputing resources.

NOTE 2 | A Hypervisor is a piece of computer software, firmware or hardware that creates and runs virtyal
machines| In¢this form, a hypervisor runs natively on the bare metal and manages multiple virtual machines
consistingofoperating systenrs {0S)amdappticatiorrs:

9.2.5.3 Physical resources functional component

The physical resources functional component represents the elements needed by the big data
application providers to run and manage the big data systems that they offer.

Physical resources include hardware resources, such as computers (CPU and memory), networks
(routers, firewalls, switches, network links and network connectors, storage components (hard disks)
and other physical computing infrastructure elements. These resources can include those that reside
inside cloud data centres (e.g. computing servers, storage servers, and intra-data centre networks),
and those that reside outside of data centres, typically networking resources, such as inter-data centre
networks and core transport networks.
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For the network, the volume and velocity characteristics of big data often are driving factors in the
implementation of the internal and external connectivity of network infrastructure.

For computing, these are the physical servers that execute and hold the software of the other big data
system components. Computing infrastructure also frequently includes the underlying operating
systems and associated services used to interconnect the cluster resources via the networking
elements.

For storage, these are resources that provide persistence of the data in a big data system. The storage
infrastructure can include any resource from isolated local disks to storage area networks (SANs) or
n¢twork attached Storage.

These are the physical plant resources (power, cooling) that should be aceounted for whén, €stpblishing
arp instance of a big data system. While the resource components may(be deployed directly or] physical
rgsources or on virtual resources, at some level all resources have-a physical representation| Physical
rgsources are frequently used to deploy multiple components that are duplicatedacross a large number
off physical nodes to provide what is known as horizontal scalability. Virtualization is frequently used
td achieve elasticity and flexibility in the allocation of physical resources and is often referfred to as
infrastructure as a service (IaaS) within the cloud computing Communlt)b

In| this form, the accelerating units are resources that improve the eff1c1ency for big data|systems’
cgmputing, storage or transferring speed. The volume, variety and\veloaty of big data ask a higher and

mjore flexible processing speed than the traditional way. N &
NOTE For example, the accelerating units for.computing inclfrdes but not limited to graphics procegsing unit,

cystomised gate array for acceleration by field-programmablegate array.
92.6 Multi-layer functional components X

92.6.1 General QO

The multi-layer functions include a serigs of functional components that provide servicgs to the

functional components in other layers. &%
\4

92.6.2 Integration layer fungti.o\nal components

9[2.6.2.1 " General

Integration layer funct.lonal components provide services to connect the functionality of the cofponents
inthe same layer o(across different layers.

The integrationfunctional components may include but are not limited to:
— messdging frameworks (see 9.2.6.2.2);

— state management frameworks (see 9.2.6.2.3).

9.2.6.2.2 Messaging frameworks functional component

Messaging frameworks functional component provides services, for example in the form of APIs, for
message routing and exchange, including but not limited to the reliable queuing, transmission, and
receipt of data between nodes in a horizontally scaled cluster, or components in the same or across
different vertical layers defined in Figure 12. For example, a network resource in the resource layer can
send information regarding its health status to the system management components via APIs offered
by the messaging frameworks.
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9.2.6.2.3 State management frameworks functional component

The state management frameworks functional component is used by functional components to
persist or maintain state across nodes in a distributed environment, to ensure state consistency and
persistency lest resource or system failures occur. The persisted state information can be input to the
system management components for resource monitoring or management.

9.2.6.3 Security and privacy layer functional components

9.2.6.3.1—6General

Security pnd privacy components are used to facilitate interoperability in BDRAwithout compromising
privacy, [confidentiality, or integrity. Security and privacy components are, tightly coupled to all
functiondl components via APIs.

NOTE Security and privacy components form a fundamental aspect of-the reference ar¢hitecture. This|is
geometridally spanning or cross-cutting main components, indicating that all components are affected by
security ajnd privacy considerations. Thus, the role of security and privacy is correctly deplhted in relation to the
componeijts but does not expand into finer details, which can be more.accurate but are/‘pest relegated to a mofre
detailed decurity and privacy reference architecture. The following-are the general’ categories of componer]ts
implemenjted to support security and privacy aspects.

\ J
Security pnd privacy components 1nterface and leverage 'a number of se's(ém management componenits

framework functional component'is used by @ e\r components to record events within the
system. Hvents can involve users, components, jobs and\their actions run, stop, access data, update data,
etc. These components often leverage platform layer.ecomponents to record and persist their data but
can, for security purposes, persist the data outside“fthe big data architecture. The audit trails or logs
maintainled by these components can be used to\help track provenance of data, for recovery of data/
state in the event of a system.component failtu‘e, or to forensically-analyse a system crash or incursiop.

Q
9.2.6.3.3| Authentication frameworkfunctional component
X

The authentication frameworks funt’clonal component provides access control to underlying data and
services within other components' dnd also access to the system as a whole from external elements.
Authentigation involves the presentation of an identifier (e.g. user name) and an access key or keys
(e.g. pasqword or certificate) that is verified against a reference store. Typically, the component being
authenti¢ated communicatées with the component they wish to access providing the identifier and key.
The accessed component then invokes the authentication services and receives an answer as to whethpr
to allow ¢r reject the-access. While, ideally, authentication services should be centralized within a single
component, the prevalence of multiple components across all the layers can involve different layers pr
components requiring different authentication components.

9.2.6.3.4 Authorization framework functtonat component ...

The authorization frameworks functional component supports mapping a user or component identifier
to the privileges they have in accessing resources (both data and processing) within the cluster.

NOTE Examples of privileges that can apply to any given resource or element within the cluster are read or
access, write, delete, execute, traverse and terminate.

The privileges can apply at different granularities within the resource. For example, many big data
platforms are now implementing field /element level access control as opposed to record or file/dataset
level control.
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